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1. INTRODUCTION AND EE11 BACKGROUND

1.1. Scope and Organisation of the Document

This document establishes the mission requirements applicable to the WIVERN mission. This
document, together with the System Requirements Document (SRD), supersedes the MATER
document that was applicable in Phase 0. The WIVERN MRD is managed by the Phase 0/A
Mission Scientist according to the ESA internal QMS procedure.

The MRD presents the scientific goals and mission objectives, and specifies the mission re-
quirements, as outlined in [RD-7], and it comprises scientific inputs received from the MAG
and the SCience Requirements and Consolidation (SciRec) study. The SRD presents the sys-
tem level requirements to be used for the mission design, specification, development, testing
and verification. The SRD is established by the engineering team supporting the ESA Phase
0/A Study Manager, and takes into consideration both technical and programmatic constraints
emerging from the industrial studies.

The requirements in this document are expressed as follows:

ZZZ-YYY
The requirement text is in special style paragraph, with a unique identifier. Where relevant,
there are references to documents [AD], [RD], terms [def], or standard [ECSS-M-ST-10C].

Note: Added here any note to the requirement in italic style paragraph
Confidence Level : number of sigma
Goal/Threshold : ”T” for Threshold or ”G” for Goal
Justification : justification text to the requirement is provided in a normal style

paragraph
Old MATER ID : MRD-XXX

The requirements identifiers format is ZZZ-YYY where YYY is a unique number and ZZZ indi-
cates the applicable mission level according to the following convention:

• MIS: System-wide Mission Requirements

• OBS: Observation Requirements

• MSR: Measurement Requirements

• DAT: Data Products Requirements

A requirement uses the word “shall” to request a specific function of performance. Where the
required function or performance can have several features or values presenting a range of
possible corresponding concepts, two separate requirements will be written, with the second
duplicating the first except with the word “may” instead of shall and the alternative feature, value,
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or range thereof.

Performances shall be reported for design optionsmeeting the threshold, breakthrough and goal
requirements. The baseline requirement to be used for the Phase A system studies shall be
the Breakthrough requirements if provided. Otherwise, the threshold shall be considered.

All references shall be noted as [RD-XX] and included in section 1.3.2, where XX indicates the
reference number. Scientific references are, furthermore, repeated in a bibliography style in
Annex A (Author, date).

1.2. EE11 Programmatic background

Earth Explorer (EE) missions form the science and research element of the dual-strategy Living
Planet Programme, which also includes the operational service-oriented Earth Watch missions.
The Earth Explorer missions focus on the atmosphere, biosphere, hydrosphere, cryosphere and
the Earth’s interior with emphasis on the interactions between these components and on the
impact that human activities have on the Earth’s processes. More background on the Earth
Explorer missions is available in [RD-2] and [RD-6].

WIVERN is a candidate for the 11th selection cycle (EE11), which started with a Phase 0 study
as per the phasing of ESA projects [RD-3]. At the end of the Phase 0, WIVERN together with
CAIRT have been selected to be move to the next step of a Phase A feasibility study, for which
the current document provides the mission requirements. Ultimately, one of the two missions
will be selected for implementation. Further to the requirements, the programmatic constraints
applicable to EE11 are:

• Ceiling cost of 250 M€ at 2020 economic conditions for the industrial development cost for
the space segment, from Phase B to Phase E1 [RD-3], both included, excluding launcher
procurement, FOS adaptation, in-orbit operations, generic ground segment, Ground pro-
cessors.

• Establishment of mission feasibility and definition of system and sub-systems as per by
the start of the Preliminary Requirements Review as per [RD-3] i.e. at the end of Phase
A.

• A sufficient technology readiness as per [RD-4] so that a minimum Technology Readiness
Level (TRL) of 5 is achieved at the end of Phase B1, and TRL 6 by the end of Phase B2,
especially for the payload elements and any other critical technology. TRL 4 will also be
targeted for critical elements at the end of Phase A.

• A sufficient Science Readiness as per [RD-3] so that a minimum Science Readiness Level
(SRL) of 4 by the end of Phase 0 and SRL 5 by the end of Phase A.

• Start of Phase B1 by the fall of 2026, launch by the end of 2031/2032.
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• Launch shall be nominally assumed with a VEGA-C launcher.

• Use of ESA rules and standards for management and procurement, customised for EE11.

• Another constraint was initially set on in-kind contributions, but it is not relevant for the
WIVERN candidate.

1.3. Tracked Changes

This document is a clean version, so track changes have been suppressed.
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1.3.1. Applicable Documents (ADs)

The following documents, listed in order of precedence, contain requirements applicable to the
definition of the requirements. The applicable documents are identified as [AD-xx].

[AD-1] Guidelines for the computation of Delta-V and propellant budget, EOP-FM-
2024-07-177, v3.0

[AD-2] ESA’s Space Debris Mitigation Requirements, ESSB-ST-U-007, v1.0

[AD-3] Replaced by [RD-53]

[AD-4] Re-entry Safety Requirements, ESSB-ST-U-004, v1.0

[AD-5] Guidelines for the computation of the end to end data flow analysis. EOP-
ΦM/2021-11-2321, v1.0 (available at later update of the document)

[AD-6] Vega-C User Manual, issue draft + updated chapters 2,3,4 ref
DC/BD/ST/VBA/MBE/L/22-03)

[AD-7] Ariane-6 User Manual, Issue 2, Revision 0, February 2021

[AD-8] Replaced by [SD-48]

[AD-9] WIVERN Mission Statement of Work

[AD-10] Generic Operations Interface Requirements Document, ESA-GEN-OPS-RS-
0002, issue 1.0, 25 May 2023

[AD-11] Copernicus Expansion Product Assurance and Safety Requirements Phase
B2/C/D/E1, CSCE-RS-ESA-PA-0002, issue 3.0

[AD-12] Guidelines for DeltaV and propellant budget computation for B2CDE, EOP-
ΦMP/2019-07-2155/AG/ag, issue 1

[AD-13] Copernicus Expansion tailoring and verification items for ECSS Engineering
standards (platform), CSCE-RS-ESA-SY-0003, Issue 3.0

[AD-14] Sentinels HPCMSecurity Package IRD, COP-IC-ESC-FS-3800, issue 1.1 LIM-
ITED DISTRIBUTION DOCUMENT

[AD-15] Design for Removal – Interface Requirement Document for LEO missions,
ESAOPS-SC-RD-2023-001, issue 1.0

1.3.2. Reference Documents (RDs)

The following list contains all references used in this document. Scientific references are pro-
vided separately in a bibliography style in Appendix B.

The reference documents are identified as [RD-xx]. Reference documents provide additional
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information; they do not form part of the Agency’s requirements.

[RD-1] WIVERN, A WInd VElocity Radar Nephoscope for observing global winds,
clouds and precipitation, EE11/01, proposal submitted to ESA in response to
the Call for Earth Explorer-11 Mission Ideas, 4 December 2020

[RD-2] The Future Earth Observation Programme FutureEO Period-1, Call for Earth
Explorer 11 Mission Ideas, ESA/EXPLORER/EE11

[RD-3] Replaced by [SD-100]

[RD-4] Replaced by [SD-101]

[RD-5] EOP-SM/2776 Iss 1 Rev 1 Science Readiness Level (SRL) Handbook

[RD-6] ESA SP-1329(2) ESA’s Living Planet Programme - Challenges and Achieve-
ments

[RD-7] ESA-EOP-QMS-PR-2050, v5.0 Appendix 3 of ESA Earth Observation Proce-
dure for Mission Requirements Management

[RD-8] AE-RP-ESA-SY-001 / EOP-SM/2047/AGS, v2.0 ADM-AeolusMission Require-
ments Document

[RD-9] EC-RS-ESA-SY-012 / EOP-SM/1567/TW, v5.0 EarthCARE Mission Require-
ments Document

[RD-10] ESA-EOPSM-AEOL-TN-3695, v1.1 Aeolus SAG recommendations for opera-
tional Doppler Wind Lidar (DWL) observation requirements in the 2030-2040
timeframe

[RD-26] EO-MA-DMS-GS-0001 Is. Rev. 4.20, 30/11/2020 - Earth Observation Mission
CFI Software - CONVENTIONS DOCUMENT

[RD-27] World Geodetic Standard 84 (WGS84)

[RD-30] EO-MA-DMS-GS-0018 Iss.4.20 30/11/2020 Earth Observation Mission CFI
Software MISSION SPECIFIC CUSTOMIZATIONS

[RD-31] Replaced by [SD-102]

[RD-32] Replaced by [SD-49]

[RD-33] ESA web site on Pointing Error Engineering http://peet.estec.esa.int/ Applica-
tion examples (PointingSat) and the Pointing Error Engineering Tool (PEET).

[RD-34] ADVANCED ENCRYPTION STANDARD (AES), FIPS PUB 197, NIST
continued on next page...
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...continued from previous page

[RD-35] Recommendation for Block Cipher Modes of Operation: The CMAC Mode for
Authentication, NIST Special Publication 800-38B

[RD-36] SAVOIR Functional Reference Architecture, SAVOIR-TN-001, Issue-2, 5th

April 2016

[RD-37] Low Earth Orbit (LEO) 26 GHz (K-band) Study Group, Final Report, prepared
by
LEO26SG (sub-group) of InteragencyOperations Advisory Group (IOAG), Nov.
2016.

[RD-38] Definition and E2E Analysis for the use of ACM techniques in the 26 GHz
Downlink in future EO Missions, “Final Report” ESA Contract 4000111232, 26-
July-2016

[RD-39] Cross Support Reference Model—Part 1: Space Link Extension Services,
CCSDS
910.4-B-2 (October 2005)

[RD-40] OPS Angle Definition & Calculation. PE-TN-ESA-SY-338, 25th Sept 2012

[RD-41] Registration, Evaluation and Authorization of Chemicals (REACh): both the
Candidate List (http://echa.europa.eu/web/guest/candidate-list-table ) and the
Authorisation List (http://echa.europa.eu/addressing-chemicals-ofconcern/
authorisation/recommendation-for-inclusion-in-the-authorisationlist/
authorisation-list )

[RD-42] Restriction of Hazardous Substances (RoHS): http://www.rohsguide.com/roh
ssubstances

[RD-43] EU Critical Raw Material List: http://eur-lex.europa.eu/legalcontent/EN/TXT/P
DF/?uri=CELEX:52014DC0297&from=ENs

[RD-44] ESSB-HB-U-005 Is. 1, Space system Life Cycle Assessment (LCA) guidelines,
31st Oct 2016

[RD-45] Zero Debris – Applicability to SSO EO Missions – batch 1, ESA-TECSYE-TN-
2023-001205, 24/04/2023

[RD-48] COP-RS-ESA-SY-0067 Iss.1, Rev.0, EOP Generic SSRD Inputs for Ph
B2CDE1. Date of Issue 23/06/2023.

continued on next page...
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...continued from previous page

[RD-52] Coordination Agreement between the European Space Agency (ESA) and
the Scientific Committee on Frequency Allocations for Radio Astronomy and
Space Science (IUCAF) on the mutual planning procedure for EESS (active)
cloud profile radar operations with radio astronomy service observations in
the band 94-94.1 GHz between EARTHCARE and IUCAF, version 2, January
2022.

[RD-53] Space Debris Mitigation Compliance Verification Guidelines, ESSB-HB-U-002,
v2.0

[RD-54] Earth Explorer 11 Candidate Mission WIVERN Report for Mission Selection,
ESA-EOPSM-WIVE-RP-4798, 06/06/2025.

All applicable ECSS standards are available for download at: http://www.ecss.nl.

CCSDS documents are available at: https://public.ccsds.org/Publications/AllPubs.aspx

In case of conflicts between this document and the applicable documents the conflict shall be
brought to the attention of the Agency for resolution. The latest issue of the applicable
document shall apply, unless otherwise stated.
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1.4. Terms and Definitions

A summary of definitions valid for this document is given here. The definitions for accuracy,
bias, instrument related observation errors and precision are based on ISO standard 3534-1
(ISO, 1993).

Accuracy
The closeness of agreement between a measurement and the accepted reference value. The
term accuracy, when applied to a set of measurements, involves a combination of random
components and a common systematic error or bias component, and can be expressed as
follows:
Eq. 1. Accuracy =

√
(Precision2 + Bias2)

Bias
The difference between the expectation of measurements and the accepted reference value.
The bias is the total systematic error. There may be one or more systematic error components
contributing to the bias

Breakthrough
Level at which the observations result in a significant improvement for the target application (e.g.
significant positive NWP impact). The breakthrough level may be considered as an optimum,
from a cost-benefit point of view, when planning or designing observing systems

Field-of-View or Look angle γ

For the WIVERN conically scanning radar instrument, the Look angle (γ) is the angle between
the local nadir to the WGS84 Earth model and the nominal direction of the antenna boresight.
The Instrument Field of View (FoV) is the angle of the cone of the radar scan and in nominal
conditions, it equals to twice the Look angle.

Geocentric Nadir and Geodetic Nadir

• Geocentric nadir is defined as the line from the satellite centre of mass to the centre of
the Earth.

• Geodetic nadir is defined as the line from the satellite centre of mass to the perpendicular
of the reference ellipsoid tangent using the WGS-84 model [RD-27].

When nadir is mentioned, it shall be always specified whether it is the geocentric or the geodetic
nadir.

Goal
Maximum requirement level, beyond which a significant further improvement in the target ap-
plication is not expected

Incidence Angle (θ)
The local incidence angle, calculated in a target position, is the angle between the local nor-
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mal to the WGS84 Earth model and the line connecting the target position to the origin of the
instrument reference frame.

Requirements Level Definition (see also Table DAT-3 for a more detailed definition):

Level 0
Instrument source packet (ISP) data with raw measurement data, i.e. I and Q and noise power,
instrument housekeeping data and platform housekeeping data, sampling grid information, cal-
ibrated housekeeping data and instrument health parameters

Level 1A
Reconstructed, unprocessed measurement data at full resolution, time-referenced, and anno-
tated with ancillary information, including radiometric and geometric calibration coefficients and
georeferencing parameters (e.g., platform ephemeris) computed and appended but not applied
to the Level 0 data (or if applied, in a manner that Level 0 is fully recoverable from Level 1
data).

Level 1B
Derived, internally calibrated products:

• Line-of-Sight (LOS) Doppler speed, corrected for satellite velocity and mis-pointing

• Reflectivities and polarimetric variables

• Internally calibrated brightness temperature

Level 2A
Externally calibrated Level 1B products by applying auxiliar information (AUX_MET) from NWP
models (ECMWF model). The derived Gas attenuation profile, Feature mask and Hydrometeor
Identification shall be included as well.

Level 2B
Derived geophysical variables (e. g., Horizontally projected Line-of-Sight (HLOS) wind, Ice
Water Content (IWC), Liquid Water Path (LWP), etc.) at the same resolution and location as
Level 1 data.

Level 3
Variables mapped on uniform spacetime grid scales, usually with some completeness and con-
sistency (e. g., missing points interpolated, complete regions mosaicked together from multiple
orbits, etc.).

Measurement
Mission observable / data at Level 0 and Level 1

Mission Objective
Related to the mission itself and traceable to the Scientific Objective. Can be achieved by
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using primarily data from the mission with limited use of (retrieval) models and auxiliary data
files during the mission lifetime. In general, a Mission Objective is related to a data product at
Level 1, 2, or 3 and shall be achieved in Phases E1 or E2 (SRL 7 & 8).

Mission Requirement
A requirement related to the mission activity and its scientific/user goals and objectives (e.g.
including measurement and observation requirements)

Observation
Mission observable / data at Level 2 and higher, i.e. geophysical parameters

Performance and Knowledge Error Indices
Performance specifications and error budgets shall follow as much as possible the conven-
tions from [AD-08] and [RD-31]. Specifically, for the definition of the following terms, the ones
contained in [AD-08] and [RD-31] shall apply:

• Absolute Performance Error (APE)

• Mean Performance Error (MPE)

• Relative Performance Error (RPE)

• Performance Stability Error (PSE)

• Performance Drift Error (PDE)

• Performance Reproducibility Error (PRE)

• Absolute Knowledge Error (AKE)

• Mean Knowledge Error (MKE)

• Relative Knowledge Error (RKE)

Also statistical interpretations of uncertainty budgets (temporal/ensemble/mixed) are defined in
the same documents.
To complement the information in [AD-08] and [RD-31], the ESA Pointing Error Engineering
Handbook [RD-32] gives more detailed information specifically for the creation of pointing bud-
gets, and is compatible with [AD-08] and [RD-31]. [RD-32] goes into more detail and provides
detailed instructions for the pointing engineering process, from identifying sources, making
transfers to pointing errors, to handling probability distributions and statistics under the differ-
ent statistical interpretations. It also contains the summation rules that can be applied in each
case.

Precision
The closeness of agreement between independent test results obtained under stipulated con-
ditions. It depends only on the distribution of the random errors. It is computed as the standard
deviation of the measurements

Page 16/141



ESA UNCLASSIFIED - For ESA Official Use Only

Probability of gross error
The complement to unity of the percentage of estimates (bad estimates) contained in the pedestal
of uniform distribution over the observation range. Estimates outside the search window should
always be considered ‘bad’ and thus rejected. It is expected that the on-ground data process-
ing will be able to remove most gross-errors through quality control (QC). The requirement in
this document refers to the maximum amount of gross errors not being detected by the data
processing and QC

Radar return power unit
The return power detected by the radar shall be expressed in terms of the power relative to the
power from a single 1mm liquid raindrop present in a concentration of one per cubic meter at
the range sampled by the radar which is defined as having an effective reflectivity of 1 mm6 m-3.
Accordingly, the units for the return power signal shall be expressed in units of dBZ relative to
a target with a Z of 1 mm6 m-3

Random error
The closeness of agreement between independent test results obtained under stipulated con-
ditions. It is computed as the standard deviation of the measurements (see definition of preci-
sion)

Revisit time
The time elapsed between two consecutive overpasses such that a given area on ground (or
at a given altitude of reference) is completely within the instrument FoV, under any acquisition
geometry.
Note: to be considered into the statistics of revisit time, it is sufficient that a given point is covered
by the Instrument FoV or, equivalently, by the swath. This definition of revisit time does NOT
constrain the intersection of the cycloid track with the same exact location on ground.
The mean revisit time refers to the revisit time averaged in time and in longitude. Therefore, a
statistics for each latitude can be computed.
The maximum revisit time refers to the maximum in both space and time.

Scientific goal/objective
Related to broad scientific challenges or questions, e.g. as defined in a strategy document.
Can be achieved by combining models, observations and measurements from many different
sources at any point in time in Phases E1, E2, or F (SRL 8 & 9).

Swath
The swath width is the across-track extent of the intersection of the Instrument FoV with the
Earth reference ellipsoid.

System Requirement
A requirement related to any hardware or software of the Observation or Processing System
(e.g. including system, instrument, operations, and data processing requirements).
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Systematic error
Originated from the instrument and platform characterization, calibration and data processing.
In the case of WIVERN, this will include biases due to undetected/uncorrected instrument mis-
alignments, platform miss-pointing and errors in the instrument response calibration.

Time period definitions:

Short term:
Time between the emission of each pulse pair

Medium term:
To be defined

Long term:
To be defined

Threshold
Minimum requirement level ensuring useful data (e.g., resulting in neutral or small positive NWP
impact)

Trueness
The closeness of agreement between the average value obtained from a large series of mea-
surements and an accepted reference value. The measure of trueness is in the document
expressed in terms of bias

WGS84
World Geodetic System. Earth reference coordination system, including a reference ellipsoid,
a standard coordinate system, altitude data, and a geoid. Origin is defined at the Earth’s centre
mass
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2. THE WIVERN MISSION

Gaining insight into the dynamics of cloud systems is central to advancing our understanding
of storms, clouds and their feedbacks, as well as precipitation, and is key to improving weather
prediction, hazard preparedness, and climate modelling. Winds within clouds play a crucial role
in governing clouds structure, precipitation processes, storm intensifications and the vertical
transport of moisture and energy. Yet, despite their importance, winds within clouds remain
unobserved.

The atmosphere has motions on all scales, but for most of them, especially within cloud sys-
tems, we have no direct observation of the wind strength and its three-dimensional structure.
This represents a critical gap in the global observing system and in our understanding of cloud
dynamics and processes.

The WIVERN (WInd VElocity Radar Nephoscope) mission addresses this long-standing gap by
delivering the first-ever global observations of horizontal and vertical wind profiles within clouds.
Using a cutting-edge conically scanning, polarimetric Doppler radar operating at W-band (94
GHz), sampling an 800 km swath, Wind Velocity Radar Nephoscope (WIVERN) will provide
unprecedented three-dimensional wind measurements across a wide range of scales, from 1
to 1000 km, from the tropics to high latitudes (up to ±86°). These capabilities represent a major
step forward in Earth observation.

In addition to wind profiling, WIVERN will also contribute to the observation of cloud micro-
physics, and precipitation processes. The collocated measurement of wind profiles alongside
cloud and precipitation properties is a distinctive feature of the mission, and will drive key sci-
entific advancements in areas such as understanding storms, constraining clouds and pre-
cipitation impact on climate, and improving Numerical Weather Prediction and Earth System
Models.

Beyond its primary science objectives, WIVERN will also contribute to two additional areas of
Earth science: sea ice and snow, as well as ocean currents. With its unique simultaneous radar
and radiometer measurements at 94 GHz, WIVERN will deliver high spatial resolution, multiple
sub-daily observations of sea ice concentration and snow properties over sea ice, which are
critical for regulating Arctic heat fluxes and influencing climate feedbacks.

Also, by providing the first routine Doppler Frequency Shift observations of the ocean surface,
WIVERN offers a new potential to reveal aspects of ocean current dynamics that cannot be
captured by satellite altimetry. WIVERN will further provide unique collocated measurements
of atmospheric wind profiles and ocean surface kinematics, opening up new opportunities to
monitor ocean-atmosphere interactions.

In summary, WIVERN represents a transformative step in Earth observation by addressing one
of the most significant blind spots in the global observing system: the three-dimensional wind
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fields within clouds. Its innovative measurement capabilities advance the scientific understand-
ing of storms, clouds, and their role in the climate system. Its wide-ranging benefits, spanning
atmosphere, cryosphere, and ocean science, make it a truly multidisciplinary mission with far-
reaching societal impact.
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3. BACKGROUND AND SCIENTIFIC JUSTIFICATION

3.1. Clouds, Storms, Climate, and Forecasts: Seeing the Bigger Picture

The Earth continues to warm! The Copernicus Climate Change Service (C3S) (2025) has re-
ported:

“2024 is confirmed to be the warmest year on record globally, and the first calendar
year that the average global temperature exceeded 1.5°C above its pre-industrial
level.”

As the climate warms, the frequency and intensity of storms is expected to change, precipitation
patterns shift and extreme weather events are expected to become more frequent and more
severe (Intergovernmental Panel on Climate Change (IPCC), 2021).

In the context of the rapidly changing global climate, a key question for individuals is how the
climate will change where they live, and the events most people worry about are the extremes.
For example, will Valencia in Spain or the Eifel catchment in Germany experience even more
intense rainfalls than the previous years? Where are cyclones most likely to make landfall in the
future? These questions are rooted in the direct societal impacts of climate extremes, especially
those associated with storms.

Figure 1: Stormy Earth. Satellite imagery showing a range of storm types, including Tropical
Cyclones (TCs), extratropical cyclones, Mesoscale Convective Systemss (MCSs), and polar
lows, highlighting the widespread and dynamic nature of atmospheric circulation across the
globe on a single day, 14 March 2025. For better visibility, not all the occurrences of a category
have been shown.

Storms (Figure 1), ranging from summer thunderstorms and mesoscale convective systems to
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tropical cyclones, extratropical cyclones, and polar lows, produce most precipitation on Earth.
They can be very localised, occurring on the scale of a European city, or extend over thousands
of kilometres. These storms are widespread across the globe at all times, shaping local weather
patterns and producing extreme events. Understanding how rainfall patterns and extremes are
changing, and why, requires insight into storm dynamics, particularly how air moves within these
systems. The timing, location, thermodynamic phase, and amount of precipitation formed are
driven by the movement of air within the storm, both horizontally and vertically.

Storms become visible on geostationary satellite imagery through the extensive cloud systems
that accompany them, systems that often extend far beyond the regions where precipitation
occurs. These clouds influence storm dynamics and are also key components of the climate
system, affecting the Earth’s energy balance and shaping the planet’s response to rising CO2

concentrations. Their response to warming remains one of the largest sources of uncertainty in
climate projections, as repeatedly highlighted by reports from the Intergovernmental Panel on
Climate Change (IPCC). Some of these clouds, such as high-level ice clouds, are directly em-
bedded within storms and influenced by their dynamics. Others, including the frequently studied
shallow cumuli and stratocumuli, are linked to the descending branch of large-scale circulation,
which balances the upward motion within storms. As demonstrated in recent assessments
(Sherwood et al., 2020), reducing uncertainty in cloud feedbacks requires integrating multiple
lines of evidence, including direct observations and a robust physical understanding.

Despite decades of climate modelling, many of the regional fingerprints of global warming came
as a surprise (see examples provided in Figure 2, and Shaw et al. 2024; Shaw and Stevens
2025; Simpson et al. 2025). The ability to anticipate future shifts in regional precipitation patterns
or extremes remains limited. This highlights how closely storms, clouds, and precipitation are
linked across different scales, and the gaps that still exist in our understanding, modelling tools
and observations.

The key challenge lies in the intrinsic link between water, heat, and circulation, which together
drive motions across all scales. Within storms, air moves dynamically as water vapour con-
denses, releasing latent heat that drives vertical motion. This process, known as diabatic heat-
ing (see Infobox 3.1), reinforces storm development by altering local pressure fields, sustaining
uplift, and generating horizontal circulation patterns whose scale depends on the size of the di-
abatic heating perturbation. In other words, small-scale motions can self-organise and cascade
upscale (see Infobox 3.2, and Figure 3 b). The traditional assumption that large-scale flows can
be modelled independently of small-scale processes is increasingly being challenged (Shaw
and Stevens, 2025). In the tropics, theoretical studies have demonstrated how small-scale sys-
tems can organise into mesoscale, influencing intraseasonal variability (Emanuel et al., 2014;
Zhang et al., 2020). In the midlatitudes, interactions between water, heat, and circulation at
the mesoscale are crucial, not only for extreme precipitation but also for the persistence of dry
conditions and heatwaves (Neal et al., 2022; Röthlisberger and Papritz, 2023). The mesoscale,
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Figure 2: Schematic representation highlighting regions with persistent discrepancies between
real-world observations and state-of-the-art climate model predictions, illustrated here for the
Atlantic sector. While climate models perform well at the global scale, uncertainties remain at
regional scales. Similar issues are found across other regions of the globe. Adapted from Shaw
and Stevens (2025).

long neglected in global observing systems, emerges as the critical link between small scales
(up to 10 km) and large-scale (larger than 1000 km) circulations.

Infobox 3.1: Diabatic Processes

Diabatic processes involve the gain or loss of heat. Examples include phase changes
(e.g. condensation warming the air and evaporation cooling it), radiative processes (ab-
sorption of radiation warms the air), or surface heat fluxes.

Infobox 3.2: Storm-Scale Ranges Used in This Document

“Small-scale” refer to motions smaller than 10 km, “mesoscale” for motions between 10-
1000 km and “large-scale” for motions larger than 1000 km.

Fully capturing storm dynamics across scales, and their coupling with water and heat, requires
a significant advancement in observations. On the modelling side, the need to resolve explicitly
the air movement within storms, from the small to large scales, has been widely recognised.
For example, European Centre for Medium-rangeWeather Forecasts (ECMWF) medium-range
weather forecasts are run globally using an atmospheric model with a grid spacing of 9 km. Such
models are often referred to as storm-resolving, as they can capture the full spectrum of storms
that shape the weather.
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Figure 3: Simplified view of storms and their scale dependency with a) the traditional view in
climate science, and b) the addition of the missing mesoscale component, highlighting how pro-
cesses across scales are interconnected. A full understanding requires capturing interactions
across the entire system.

Similarly, through ambitious programs such as Destination Earth (https://destination-earth.eu/),
Europe is now at the forefront of developing and operationalising next-generation storm-resolving
climate models (Hohenegger et al., 2023; Rackow et al., 2025; Segura et al., 2025). On the
observational side, detailed measurements of storm dynamics across different scales and sys-
tems are currently lacking. Existing global observing systems mainly capture clear-sky condi-
tions or cloud tops, leaving a significant gap in our knowledge of processes occurring within
storm systems. These observations are essential, not only to deepen our understanding of
storms, clouds, and precipitation, and their responses to climate change, but also to enhance
storm-resolving models and improve forecasts of storms and related extreme events, such as
atmospheric rivers.

The underpinning motivation of the WIVERN mission is to fill this critical gap. It will, for the first
time, provide simultaneous global observations of in-cloud winds and condensed mass, from
convective storms to large-scale extratropical stratiform systems. These new measurements
will support three interconnected scientific objectives:

• Understanding storms: WIVERN will provide detailed information on how air and hy-
drometeors move within a wide range of storm systems across the globe, revealing the
physical processes driving storm organisation, evolution, and intensity (Section 3.3).

• Constraining cloud and precipitation impacts on climate: By resolving vertical profiles
of cloud and precipitation mass alongside wind, with a high spatial sampling, WIVERN
will better constrain precipitation amounts and improve our understanding of how cloud
morphology responds to climate change and feedbacks on the temperature response
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(Section 3.4).

• ImprovingNumericalWeather Prediction (NWP) andEarth SystemModels: WIVERN
will enhance weather forecasts through assimilation into NWP systems, and serve as a
benchmark for next-generation storm-resolving Earth system models (Section 3.5).

WIVERN offers Europe a unique opportunity to lead this observational frontier, capturing the
dynamics of storms where they matter most: inside the clouds, across scales, and around the
globe.

Beyond these core objectives, WIVERN will also contribute to additional scientific advance-
ments, including:

• Bridging Observational Gaps in Polar Sea Ice and Snow for Climate Research (Sec-
tion 3.6.1)

• Revealing What Satellite Altimetry Misses: Advancing Our Understanding of Ocean Sur-
face Current Dynamics (Section 3.6.2)

3.2. Status of the Global Wind Observing System

In-cloud winds are key to understanding cloud and storm processes and the coupling between
water, heat, and atmospheric circulation, yet they remain one of the major gaps in the Global
Observing System (GOS). This section provides a review of GOS for wind measurements, and
shows that this critical component is significantly under-represented. An overview of the existing
global wind observing system, alongside planned initiatives such as Aeolus-2 and the proposed
WIVERN mission, is presented in Figure 4.

Atmospheric Motion Vectors (AMVs): AMV winds are normally derived by tracking atmo-
spheric features such as clouds or water vapour using successive images from infrared and
visible sensors. They offer near global coverage and high temporal resolution. However, their
wind information is at a single vertical level, i.e. the height of the tracked feature. This height
assignment carries considerable uncertainty (Salonen et al., 2015).

Aeolus: ESA’s Aeolus mission (2018–2023) (Reitebuch, 2012) provided the first near glob-
ally distributed profiles of Horizontal Line of Sight (HLoS) winds from space using an off-nadir
pointing Doppler wind lidar, and demonstrated one of the highest forecast impacts per satellite
instrument (Rennie et al., 2021). Building on Aeolus success, ESA and EUMETSAT are now
preparing the Aeolus-2 mission, planned for launch in 2034, (Marseille et al., 2023; Lean et al.,
2023). However, like Aeolus, Aeolus-2 observations will be limited to clear skies, optically thin
clouds and the tops of optically thick clouds with the lidar pointing at a fixed off-nadir angle, thus
providing only a two-dimensional curtain of wind observations.

EarthCARE:ESA’s EarthCARE (Earth Cloud, Aerosol andRadiation Explorer) mission, launched
in 2024, carries a Cloud Profiling Radar (CPR) that provides Doppler radar measurements with
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Figure 4: A summary of the status of the global wind observing system.

high sensitivity and sub-kilometre horizontal resolution, but only along a narrow <1 km wide
vertical curtain. While it can occasionally sample vertical velocities within convective updrafts,
this is not sufficient to reconstruct the mesoscale circulation associated with storms or to ac-
curately quantify the strength of the more intense vertical motions. Horizontal winds cannot be
observed.

Satellite Active and PassiveMicrowaveObservations: They offer surface wind vector obser-
vations over oceans with dense global horizontal coverage. The scatterometric surface winds
are complemented by finely resolved Synthethic Aperture Radars (SARs), and radiometry-
based passive microwave observations. Measurements from Global Navigation Satellite Sys-
tem (GNSS) reflectometry are also being tested through proof-of-concept missions, such as
NASA’s CYclone GNSS (CYGNSS) and ESA’s HydroGNSS. Vertically-resolved wind profiles
cannot be derived.

Airborne Systems: Commercial aircraft contribute a large number of horizontal wind vector
observations. They provide high-resolution profiles near airports during take-off and landing;
otherwise observations are restricted to specific cruising altitudes and flight path. Moreover, for
safety reasons, aircraft typically avoid flying through storms.

Radiosondes: These balloon-borne instruments provide high-accuracy vertical profiles of wind,
from fixed ground stations. They offer wind measurements throughout the depth of the tropo-
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sphere and into the lower stratosphere. However, their spatial coverage is sparse, particularly
over oceans and in the tropics, and their temporal resolution is limited to only twice a day.

Operational Networks of Ground-based Radars: They provide observations with very high
temporal resolution, on the order of a few minutes. Their operation requires precipitation to
detect wind, and non-precipitating clouds are generally below their detectability threshold. The
vertical resolution is coarse and the coverage is limited to land and coastal areas.

Another important consideration for wind observations is how the wind is measured. Missions
such as Aeolus andWIVERN provide near-direct wind measurements through their Doppler ca-
pability. Similarly, winds derived from radiosondes and aircraft can be considered close to direct
measurements. In contrast, scatterometers, radiometers, as well as Geostationary (GEO) and
Low Earth Orbit (LEO) imagers infer wind indirectly, either from the effect of wind on ocean sur-
face roughness, or from the apparent motion of cloud features, which can introduce significant
uncertainty due to confounding factors.

As demonstrated, wind observations are sparse and unevenly distributed, especially in cloudy
regions, on the mesoscale, and in the vertical dimension. Given the importance of wind ob-
servations, the following two specific recommendations were made to Space Agencies at the
7th World Meteorological Organisation (WMO) workshop on “The impact of Various Observing
Systems on NWP” (WMO, 2020):

Recommendations made by WMO to Space Agencies

• Space Agencies are encouraged to continue pursuing wind profile measurements
from space.

• Effort is encouraged to assess complementary/synergies between different wind
measurement systems/technologies (e.g. Aeolus and Atmospheric Motion Vectors).

Building on these recommendations and addressing the critical gap in global observations of
three-dimensional (3D) in-cloud winds, the following sections highlight the importance of in-
cloud wind data and their direct contribution to tackling key scientific challenges.

3.3. Understanding Storms

Earth is stormy. This becomes most apparent when viewed from space, where the numer-
ous clouds generated by storm systems are clearly visible across the globe (see Figure 1).
Storms are classified into different types depending on their formation mechanism, regions of
occurrence, and horizontal extent. In the tropics, and during summer, convective instability (In-
fobox 3.3) is the dominant formation mechanism. Convective instability gives rise to individual
convective cells (thunderstorms), which can then organise into larger storm systems such as
squall lines (a linearly organised cluster of convective cells), MCSs (clusters of convective cells
spanning over 100 km), or TCs. While the motion within individual convective cells is mostly
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vertical, the organisation into convective systems generates horizontal mesoscale circulations
that influence the broader atmospheric circulation. Vertical wind-shear also play an important
role in the organisation and lifetime of convective storms.

Infobox 3.3: Convective Instability

Convective instability refers to a state in the atmosphere where the vertical distribution of
temperature and moisture allows air parcels to rise freely through the atmosphere, until
they have lost their buoyancy. This upward motion, known as convection, is a key driver
in the formation of thunderstorms and deep convective cloud systems.

In the mid-latitudes, lines of equal temperatures and pressure are not parallel (which is called
baroclinicity, Infobox 3.4), creating a three-dimensional circulation. This leads to formation of
fronts and extratropical cyclones, as well as atmospheric rivers, known for their extreme water
transport. Convective cells can also be embedded in these systems. Additionally, polar lows are
intense mesoscale maritime cyclones that occur in polar to sub-polar regions (Renfrew, 2003).
They typically develop within or along the edge of marine cold-air outbreaks, where cold, dry air
masses, originating from continental regions or sea ice, flow over the relatively warmer open
ocean (Terpstra et al., 2021).

Infobox 3.4: Baroclinic Processes

Baroclinic processes occur when surfaces of constant pressure and temperature are not
aligned, which leads to the generation of vorticity, a measure of how much the air is
spinning or rotating. This mechanism is fundamental to the development of large-scale
weather systems such as extratropical cyclones.

Despite different names, all storms share common features: each storm is embedded within,
and interacts with a larger-scale environment; air moves both horizontally and vertically within
them; and water changes phases depending on the temperature and specific humidity of the
air (Figure 3). These phase changes heat or cool the atmosphere locally, driving further air
motion.

Gaining knowledge on how storms work is of utmost importance for understanding the evolution
of several types of high-impact weather events, with the associated repercussions to forecasts
and predictability (Rodwell et al., 2013). It is also key to understand the climate impacts of
storms (Section 3.4) and project how storms will change under global warming. WIVERN is
uniquely suited to address two storm-related research topics: 1) better characterise and un-
derstand the internal dynamical storm structure, and 2) untangle the complex interplay
between water, heat, and circulation, both within storms and in their interactions with the
broader-scale environment.
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3.3.1. Storm Structure and Dynamics

Figure 5 shows our understanding of different storm archetypes in forms of conceptual models,
as derived from theoretical studies, numerical simulations, and localised observational cam-
paigns. Scientific questions relating to storm structure fall into two main categories: a) improv-
ing these conceptual models, and b) evaluating how well they apply, or need to be adapted, to
capture the full diversity of storm types across different Earth’s climates. For instance, in the
relatively simple geometry of an intense squall line (a linearly organised cluster of convective
cells - see Figure 5b), two contrasting views exist regarding the depth of the wind shear layer:
one suggests it is restricted to the boundary layer, while the other assumes it extends deep
into the troposphere. The first case suggests that storm morphology is controlled by a physical
process, specifically, entrainment within convective cores (Mulholland et al., 2021). The sec-
ond case suggests that a dynamical feature, namely a mid-tropospheric overturning circulation,
as identified in simulations, control the extend of the storm system (Coniglio et al., 2006). Ob-
serving the wind profile within many squall lines and the frequency of occurrence of a mid-level
circulation would help favor one over the other argument.

Likewise, there is uncertainty in how the secondary circulation of a mature TC is described.
The general view of several foundational studies is that it consists of a boundary layer inflow,
which first rises in the deep convective towers of the eyewall, and then turns outward to form
the cirrus outflow cloud shield just below the tropopause (Houze, 2010). In this widely accepted
view, updrafts within the outer rainbands are not considered to contribute to the primary outflow
(see Figure 5c). However, novel model simulations by Nolan et al. (2025), based on an exam-
ination of the mass and moisture budgets of the cirrus outflow shield present a different view:
on average, around 50% of the dry air mass flux, and an even larger fraction of the condensate
in the outflow, is supplied by deep convection in the surrounding rainbands. This highlights
the importance of the rainband convection in determining the size and thickness of the outflow
cloud shield, which influences storm intensity and its intensification processes (Wu and Soden,
2017).

The wind field structure is also essential for the growth of extratropical cyclones, especially the
vertical wind shear along the tropopause (Birner et al., 2006; Schäfler et al., 2020). However,
the role of tropopause sharpness1 in modulating baroclinic development (Infobox 3.4) is still not
fully understood (Haualand and Spengler, 2021). Its representation in model analyses, and its
broader influence on extratropical cyclones dynamics and development is uncertain.

For polar lows, there is even a lack of a universally accepted conceptual model (Moreno-Ibáñez

1Tropopause sharpness refers to how suddenly temperature and wind change at the boundary between the tro-
posphere and stratosphere
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Figure 5: Conceptual models of various storms, as derived from dedicated field campaigns and
model studies. The conceptual models retain the key features of storms, namely the cloud, the
precipitation, and the air motion within the storms. Panel a): Individual convective cell, from
Eby (2010); b): Squall line, from Zhang (2022); c): TC, from Nolan et al. (2025); and d): Cold
front associated with an extratropical cyclone, from Schultz and Browning (2017).
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et al., 2021). This reflects the wide range of proposed formation mechanisms, which span from
dry and moist baroclinic instability (Infobox 3.4) concepts to hurricane-like intensification driven
by strong surface fluxes. In contrast, recent studies emphasise the importance of diabatic pro-
cesses (Infobox 3.1) and wind shear (Stoll et al., 2022), particularly those related to latent heat
release and precipitation (Terpstra et al., 2015), during the early development phase, aligning
polar lows more closely with extratropical cyclones.

Our limited knowledge of storm structure, and the ongoing debates over their underlying mech-
anisms, reflect the shortage of observations and the difficulty of representing storms in tradi-
tional atmospheric models. Coarse-resolution models are unable to simulate squall lines, TCs,
or polar lows. Models also face challenges in accurately representing the magnitude and dis-
tribution of diabatic processes during cyclone development (Schäfler et al., 2018; Wernli and
Gray, 2024). This contributes to errors in forecast, particularly for high-impact weather events
(Rodwell et al., 2013, 2018). Although storm-resolving models can capture the various storm
types, deficiencies remain, as discussed in Section 3.5.

Advances in our understanding of storm structure is also essential to better characterise storm
propagation. Understanding the factors that control propagation of storms is important, as
slowly moving or stationary cloud systems can cause severe flooding, as they bring continuous
precipitation to a region. Although basic theories on storm propagation exist, the lack of global
observations of internal storm dynamics hinders a thorough understanding of how storms prop-
agate, and how their speed varies across different Earth’s climates. For example, it is unclear
whether TCs will propagate faster or slower as the climate warms (Kossin, 2018).

At present, the dynamical structure of storms can only be observed through localised field cam-
paigns, which limits the ability to generalise findings. While space-borne observations could
provide the necessary sampling, current observing capabilities are largely restricted to measur-
ing precipitation and hydrometeors distribution. They do not provide information on the in-cloud
horizontal wind field or internal storm circulation and its variability, specifically the horizontal
and vertical wind shear.

The key scientific question related to “Storm Structure and Dynamic” is: What is the role of
internal storm dynamics, including horizontal and vertical wind shear, in governing the
development, intensification, and propagation of different storm types across spatial
and temporal scales?

3.3.2. Water, Heat and Circulation

The laws of energy and mass conservation tightly link water, heat (thermodynamics), and circu-
lation (dynamics), as shown in Fig. 6a. Within a storm, changes in the phase of water and the
absorption or emission of radiation release or consume energy. The resulting diabatic heating
(see Infobox 3.1) drives air motion. This mechanism is relevant to both tropical and extratrop-
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ical storms. The circulation induced by diabatic heating is superimposed on any pre-existing
background flow. The central challenge, therefore, is to understand how water, heat, and cir-
culation interact on smaller scales within the storm, and how these processes contribute to and
interact with the broader mesoscale and large-scale circulations.

Figure 6: Panel a) Conceptual illustration of one form of coupling between water, heat, and
circulation; and b) measurement of mesoscale circulation strength at the edges and centre of
the tropical Atlantic rainbelts, using dropsondes released in a circular pattern from an aircraft
during the ORCESTRA field campaign.

Considering the coupling between water, heat, and circulation at small scales within storms,
uncertainty in the representation of microphysical processes, such as the formation of ice par-
ticles, translates directly into dynamical uncertainty in model simulations. For instance, Fan
et al. (2017) studied an intense mid-latitude MCS and showed how sensitive various storm at-
tributes (e.g. intensity and structure) are to the microphysical assumptions that drive the diabatic
heating.

Some of these attributes, at the small-scale (1 km), directly reflect the water-heat-circulation
coupling driven by the conservation of energy and mass, and lead to uncertainties in the esti-
mation of both surface precipitation and vertical velocity. Vertical velocity profiles can differ by
up to 30% between microphysical schemes, with the largest discrepancies found above 8 km
altitude, within the ice-phase region of storms, and with downdrafts often under-represented
(Varble et al., 2020). These sensitivities are evident not only in mid-latitude storms but also
in deep tropical convection (Varble et al., 2011). Uncertainty in storm dynamics, coupled with
uncertainty in both ice and warm precipitation processes, has direct implications for surface
precipitation estimates.

Moreover, the true dynamical nature of the storm further amplifies this sensitivity, especially
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in relation to mesoscale structural characteristics such as the underlying cold pool2 with up to
∼30% uncertainty in its strength (Fan et al., 2017). These uncertainties can ultimately hinder a
full understanding of the storm’s lifecycle. In other words, small-scale processes grow upscale
through the coupling between water, heat and circulation.

An alternative perspective places greater emphasis on mesoscale processes and the circula-
tion within the core of the storm, rather than on small-scale features. In this view, MCSs are
embedded within a broader region of mesoscale ascent, which plays a key role in supporting
their development and maintenance (Houze, 2004; Galarneau et al., 2023). Testing this per-
spective requires measurements of horizontal winds across the mesoscale area occupied by
a storm, an objective that demands observations capable of capturing the three-dimensional
wind field at the mesoscale.

As further discussed in Section 3.1 and shown in Figure 3, the mesoscale connects the small-
and the large-scale motions. Despite the clear visibility of mesoscale features in satellite im-
agery (Figure 1), current theories explaining the large-scale climatological characteristics of
rainbelts, such as their position and width, only rely on large-scale arguments (Bischoff and
Schneider, 2016; Byrne and Schneider, 2016). There is renewed interest in understanding the
internal mesoscale dynamics of the marine rainbelts, with key questions emerging, such as
whether low-level convergence3 tends to occur at the centre of these belts or along their flanks
(Windmiller and Stevens, 2024).

Satellite missions like Tropical Rainfall Measuring Mission (TRMM) and Global Precipitation
Measuring mission (GPM) have provided global observations of vertical profiles of diabatic
heating (Tao et al., 2016), but not of the associated circulations, limiting our ability to achieve
a comprehensive understanding of the water-heat-circulation coupling across the diversity of
storm types and spatial scales. Field campaigns have demonstrated the importance of mea-
suring internal storm characteristics, associated diabatic heating profiles, and the larger-scale
circulation, by combining ground-based and airborne measurements (e.g. Figure 6 b). The
larger-scale circulation is obtained by deploying arrays of soundings over extended areas, en-
abling estimates of mean mass convergence and divergence (Yanai et al., 1973; Bony and
Stevens, 2019). However, such campaigns are limited in space and time. These limitations un-
derscore the need for a space-borne sensor capable of observing internal storm structures with
broad coverage, such as WIVERN, offering the determination of mean mesoscale convergence
and divergence.

2Cold pool refers to the cool, dense air mass that spreads beneath the storm due to precipitation (see Figure 5a).
3Low-level convergence refers to horizontal inflow of air near the Earth’s surface, where air from different directions
converges.

Page 33/141



ESA UNCLASSIFIED - For ESA Official Use Only

The EUREC4A field campaign (Stevens et al., 2021) employed airplanes flying in circles of
200 km diameter over fields of shallow cumulus to determine themesoscale mass convergence.
The results showed that contrary to common understanding, cloud fraction is more strongly
linked to convergence than to humidity (Vogel et al., 2022). A similar approach has been ap-
plied to deep convection (Figure 6b), as demonstrated by the recent ORCESTRA field cam-
paign (https://orcestra-campaign.org/). While retrieving vertical velocity in shallow convection
environments may be challenging for WIVERN (since the vertical velocities in shallow convec-
tion are usually too weak to be detected by WIVERN), the mission will be capable of observing
vertical motions in deep convection. WIVERN will also regularly sample congestus cloud fields4

Although they produce precipitation, their role in the tropical climate system remains uncertain.
One hypothesis is that congestus clouds pre-moisten the atmosphere, helping the development
of deep convection and the organisation of large-scale convective systems such as theMadden-
Julian Oscillation (MJO) (Waite and Khouider, 2010; Ruppert and Johnson, 2015), though this
has been challenged by others (Hohenegger and Stevens, 2013; Jiang et al., 2020). Another
hypothesis is that fields of congestus clouds generate mesoscale circulations, which promote
the development and organisation of deep convection.

In the extra-tropics, likewise, our understanding of the intensification of extratropical cyclones
and the factors that determine their tracks remains limited, largely due to the difficulty of dis-
entangling the complex coupling between water, heat, and circulation. For example, Coronel
et al. (2015) showed that incorporating water processes into idealised model simulations leads
to a more intense surface cyclone and faster storm propagation. This acceleration happens
because of the interaction between the spinning winds near the surface ahead of the storm and
the opposite spinning winds higher up in the atmosphere.

Similarly, Tamarin-Brodsky and Kaspi (2017) proposed another explanation for the anticipated
poleward shift of storm tracks in a warming climate. They highlighted changes in storm prop-
agation linked to stronger upper-level winds and enhanced latent heating from microphysical
processes. However, the representation of these moist microphysical processes in current at-
mospheric models remains highly uncertain (Wandel et al., 2021; Heitmann et al., 2024).

Observing wind profiles and hydrometeor content at the scale of individual storms would offer
a critical opportunity to test such model-based hypotheses regarding storm lifecycles and their
sensitivity to warming. This is particularly relevant for features such as atmospheric rivers and
warm conveyor belts, where much of the latent heat release takes place. Atmospheric rivers,
which typically form ahead of a cyclone’s cold front (see Figure 5d), are often associated with

4Congestus clouds typically reach heights of around 8 km, do not contain ice particles, and form the third major
cloud population in the tropics, after shallow and deep convection (Johnson et al., 1999).
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intense rainfall upon landfall (Ralph et al., 2011).

The key scientific question related to “Water, Heat and Circulation” is: What is the relation-
ship between water, heat, and circulation at the storm scale? How strong is the feedback
from storms onto the mesoscale, and how do mesoscale circulations influence the de-
velopment of larger-scale dynamics?

WIVERN Contribution to Goal 1 - Understanding Storms

Achieving a global understanding of storm structure, dynamics, and their coupling with
water and heat requires continuous observations across different regions and seasons.
This is only feasible with a polar-orbiting satellite capable of providing detailed, wide-swath
measurements of winds and hydrometeors. A Doppler radar operating at high frequency
is essential to detect clouds and resolve cloud processes bridging between themesoscale
and the large scale. WIVERN is uniquely designed to meet these requirements, offering
unparallel sampling, global coverage, and the ability to observe the vertical structure of
even hurricane-force winds within clouds.

3.4. Constraining Cloud and Precipitation Impacts on Climate

Clouds and precipitation systems are linked to planetary-scale overturning circulations. Fig-
ure 7 provides a schematic illustration of Earth’s principal cloud regimes and, crucially, their
connection to the atmosphere’s overturning circulation. These links begin with regions of deep
convection in the tropics, which gives rise to high-level clouds, while low-level clouds form be-
neath the descending branches of the same overturning circulation, which is partly driven by the
convection itself. In addition, deep convection plays a fundamental role in Earth’s heat engine,
transferring energy from the tropics to mid-latitudes. From there, extratropical cyclones carry
this energy further towards the poles, while bringing clouds and precipitation to the mid-latitudes
and polar regions.

Three cloud and precipitation systems where WIVERN observations are expected to offer sig-
nificant advances over current and planned satellite missions are: convective anvil clouds,
shallow oceanic clouds, and polar snowfall. The first two are critical for cloud–radiation feed-
backs (InfoBox 3.5), while polar snowfall plays a central role in high-latitude water budgets and
interactions between the atmosphere and cryosphere. A satellite perspective on these features
is illustrated in Figure 8.

For anvil clouds produced by deep convection in the tropics, a key question is how their vertical
and horizontal extent relates to the parent convection and what controls their development.
For shallow oceanic clouds, the main question concerns their mesoscale organisation, as seen
in the horizontal variability captured by satellite imagery. This organisation is evident in both
stratocumulus and cumulus cloud regimes. In polar lows and cold-air outbreaks, there remains
both a need to understand the mechanisms behind the observed cloud organisation and to
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Figure 7: Panel (a): Visible imagery from a geostationary satellite. Panel (b): Schematic cross-
section along the orange dashed line highlighted in (a), showing a typical warm front of an
extratropical cyclone, with associated cloud types, from the mid- to high latitudes. Panel (c):
Schematic cross-section along the red dashed line in (a), indicating the Hadley cell from deep
convection in the low-latitudes to stratocumulus in the subtropics. Adapted from Stephens et al.
(2024).

improve quantitative estimates of associated snowfall.

Infobox 3.5: Cloud Feedback and Its Climate Impact

Cloud feedback refers to the change in the Earth’s radiation budget caused by changes
in cloud properties (e.g. amount, height, thickness, type) as the planet warms. If clouds
reflect more sunlight or trap more infrared radiation in response to warming, they can
either dampen (negative feedback) or amplify (positive feedback) the temperature rise.
The feedback is typically expressed in watts per square meter per kelvin (Wm−2 K−1).

Simply measuring precipitation amounts or cloud radiative properties is not, on its own, sufficient
to predict future changes. A physical understanding of the underlying processes is essential.
The aspects of climate change, in which the highest confidence exists, are those supported by
robust physical explanations. Therefore, improving our understanding of storms (Section 3.3),
clouds, and precipitation is strongly linked to enhancing our ability to assess and project their
climatic impacts.

The subsequent sections explore the three systems mentioned above in more detail, and indi-
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cate how WIVERN observations can provide a step change in advancing our understanding of
them.

Figure 8: A satellite view of global cloud coverage, highlighting 1) anvil clouds, 2) shallow
oceanic clouds, and 3) high-latitude (polar) snowfall.

3.4.1. Anvil Cloud Feedback

Anvils are cirrus clouds that form at the top of thunderstorms, where rising air parcels in the
convective tower lose their buoyancy and spread out horizontally into the surrounding envi-
ronment (Figure 9). Lindzen et al. (2001) first proposed that as the climate warms, the area
of anvil clouds decreases, allowing more longwave radiation to escape into space and acting
as a strong negative feedback against warming. However, their methodology, which relied on
geostationary satellite observations, has been criticised first by Hartmann andMichelsen (2002)
and many subsequent studies for using data that may not be representative of global anvil cloud
behaviour and for oversimplifying cloud processes.

Sherwood et al. (2020) combined multiple lines of evidence and estimated that the feedback as-
sociated with a change in anvil cloud area, the so-called anvil cloud area feedback, is−0.2± 0.2Wm−2 K−1.
More recently, McKim et al. (2024) revised this estimate to 0.02± 0.07 Wm−2 K−1. If true, such
a reduction of the anvil cloud area feedback by 0.2 Wm−2 would correspond to an additional
0.6 K warming under a doubling of CO2. This adjustment is noteworthy, as it highlights how rel-
atively small changes in cloud feedbacks can lead to substantial differences in projected global
warming.

Despite decades of research since Lindzen et al. (2001), accurately quantifying the anvil cloud
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area feedback remains challenging due to the limited length of the observational record. While
climatemodels can offer longer-term perspectives, they rely on parametrisation (see Infobox 3.6)
of the processes involved in cloud formation, making their estimates also uncertain given biases
associated with the representation of convection (see Section 3.5).

Figure 9: Schematic illustrating the relationship between convective mass flux, upper-level de-
trainment, and anvil cloud properties (area and thickness). The parent convection is initiated by
low-level moisture convergence and atmospheric instability. The convective cores are charac-
terised by the vertical transport of heat and condensate via strong updraughts, and they interact
with the surrounding near-storm environment through entrainment and mixing processes. Near
the level of neutral buoyancy, the uplifted condensate detrains into the environment, giving rise
to extensive convective anvils (child clouds).

More fundamentally, the uncertainty in estimates of the anvil cloud area feedback reflects our
poor physical understanding of the processes that control anvil area. One hypothesis is that
anvil cloud area is determined by the mass detrained from thunderstorms into the surrounding
environment (Bony et al., 2016). Another idea, based on km-scale idealised simulations of anvil
evolution, suggests that anvil area is controlled by a combination of cloud radiative process and
latent heating, which together shape a double-cell circulation (Gasparini et al., 2019). A further
idea emerging from such simulations is that tropical anvil clouds are rather formed by the long
lifetime of upper-tropospheric condensates due to slow evaporation rates rather than by mass
detrainment (Seeley et al., 2019). Falsifying one or the other of these competing hypotheses
requires horizontal wind measurements within anvil clouds and observations of mass detrain-
ment, both of which do not currently exist. These observations will be uniquely provided by
WIVERN. As shown in recent assessments (Sherwood et al., 2020; McKim et al., 2024), re-
ducing the uncertainty in cloud feedbacks requires a storyline approach, one that integrates
multiple lines of evidence, including direct observations and physical understanding.
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The other uncertain feedback related to anvil clouds is their potential change in albedo as the
climate warms. A key challenge in understanding albedo changes lies in determining whether
anvil clouds will thicken (producing a negative feedback by reflecting more short-wave radia-
tion) or thin (leading to a positive feedback due to increased long-wave radiation absorption)
as the climate warms. This, in turn, depends on the fundamental processes governing anvil
cloud lifecycles. Previous observational studies have reported both an increase (McKim et al.,
2024) and a decrease (Kubar and Waliser, 2019) in cloud albedo with warming. To resolve
this uncertainty, systematic observations of anvil detrainment height, mass, thickness, and air
movement, as a function of distance from convection, are needed across a diverse range of
convective systems.

The key scientific question related to “Anvil Cloud Feedback” is: What is the relationship
between convectivemass flux and the extent and depth of anvil clouds in tropical storms,
and which mechanism mainly controls their fate?

3.4.2. Shallow Oceanic Clouds

Shallow clouds cover vast areas of the ocean and contribute to cooling the planet. However, due
to their small scale, climate models struggle to represent them accurately, resulting in significant
uncertainty in climate projections (Bony et al., 2020; Kazil et al., 2024). Model predictions vary
widely, from scenarios in which shallow cumuli largely vanish, amplifying surface warming, to
projections indicating minimal change.

Figure 10: (a) The evaporation of precipitation below a parent convective cell leads to the forma-
tion of a cold pool that triggers new convective cells at its edge, thus organizing the convection
field (conceptual view); (b) observed cold pool (fuchsia outline) with its ring of newly triggered
convective cells. Panel (b) shows GOES-12 visible image (1145 UTC, 11 January) overlaid
with S-Pol radar reflectivities (adapted from Zuidema et al. (2012)). The parent cell has already
dissipated in (b).

Although it has long been recognised that shallow oceanic clouds frequently organise on the
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mesoscale in diverse patterns (Stevens et al., 2019), the role this organisation may play in cloud
feedbacks remains under-explored (Nuijens and Siebesma, 2019; Vial et al., 2017). Bony et al.
(2020) first showed that different cloud mesoscale patterns have distinct impacts on the radia-
tion budget, opening a new avenue for investigating low-level cloud feedbacks and improving
climate change projections through the study of cloud organisation. More recently, satellite ob-
servations by McCoy et al. (2023) suggest that climate change is likely to increase net positive
cloud feedback by enhancing mesoscale cellular organisation in boundary layer clouds (see
InfoBox 3.5).

Given this renewed interest in low-level shallow cloud organisation, the question “what controls
mesoscale organisation” has been defined as one of the three questions addressed by the
Global Atmospheric System Studies panel, one of the core projects of the Global Energy and
Water Exchanges (GEWEX) program of the World Climate Research Program.

A key factor influencing the organisation of shallow clouds is the evaporation of precipitation be-
low the cloud base (Zuidema et al., 2017). This process generates dense surface outflows, or
“cold pools” (see Figure 10), whose edges often become favourable locations for new convec-
tive cell formation. These outflows are sometimes visible in geostationary satellite imagery as
arcs radiating from the parent convective cells. While Figure 10 illustrates this process for shal-
low cumuli, precipitation also plays a key role in stratocumulus clouds. It breaks up the closed
cloud deck, reorganising it into mesoscale pockets of open cells, which strongly influences their
albedo and the radiation budget (Stevens et al., 2005).

Geostationary satellites provide high spatio-temporal resolution imagery, enabling detailed ob-
servation of the organisation and morphology of low-level cloud fields over the oceans (Bony
et al., 2020). However, their reliance on visible and infrared sensors restricts them to observing
only cloud tops. Existing scanning space-borne radar systems, such as TRMM and GPM, lack
the sensitivity and resolution necessary to detect precipitation associated with these precipitat-
ing clouds, while microwave imagers are similarly constrained by their limited resolution, which
is too coarse to resolve the broken nature of these cloud fields. Instruments such as the Cloud
Profiling Radar (CPR) on CloudSat and EarthCARE, along with their synergistic observations,
can offer valuable information on total water path and precipitation rates within these clouds.
Nevertheless, the typically low fractional cloud coverage of these cloud systems hampers the
ability of these missions to gather statistically significant datasets across specific sea surface
temperature and water vapour regimes.

In addition, observations of Cloud Water Path (CWP) are essential for understanding the influ-
ence of cloud microphysics and aerosols on precipitation formation. Passive microwave mea-
surements of total Liquid Water Path (LWP) are particularly useful in this context, but they are
subject to uncertainties due to biases in cloud fraction estimates and the challenge of distin-
guishing between cloud and rainwater contributions (Greenwald et al., 2018). While the com-
bined use of passive microwave, visible–infrared, and active radar observations has improved
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retrieval accuracy (Elsaesser et al., 2017), microwave emission signals from cloud water often
are superimposed with those from precipitation-sized hydrometeors. This overlap increases
the uncertainty of LWP estimates, especially in areas experiencing significant rainfall.

The key scientific question related to “Shallow Clouds” is: How frequently and how strong do
oceanic shallow clouds precipitate and what is the relationship between precipitation,
organisation and shallow cloud feedbacks?

3.4.3. Polar Snowfall

In mid-latitudes, most precipitation is formed through the ice phase as snowfall (Mülmenstädt
et al., 2015), while in high latitudes and mountainous regions, it is the dominant form of precipi-
tation at the ground (Field and Heymsfield, 2015). Snowfall not only removes moisture from the
atmosphere but also plays a crucial interlinking role in the climate system. In the cryosphere,
snowfall is the only mass source term for glaciers and ice sheets (Souverijns et al., 2018a; Davi-
son et al., 2023; Bailey and Hubbard, 2025). Because the largest uncertainty in projections of
future sea level rise is rooted in knowledge gaps in the mass balance of the ice sheets of Green-
land and Antarctica, regional and seasonal precipitation measurements in these locations are
particularly important. On sea ice, snow forms an insulating layer between the sea ice and
atmosphere, influencing sea ice longevity (Perovich et al., 2017). On land, snow modifies the
surface albedo, which is particularly relevant for the ice-albedo feedbackmechanism, which am-
plifies surface warming (Hall, 2004). Additionally, snow cover has broader socio-economic and
environmental impacts, such as influencing ecology (Slatyer et al., 2022), traffic safety (Strong
et al., 2010), recreation (Steiger et al., 2019), and freshwater storage, which is also important
for hydropower generation (Wasti et al., 2022). In a warming climate, precipitation amounts,
including extreme snowfall events, are expected to increase (Quante et al., 2021). However,
the exact magnitudes of these changes are associated with large uncertainties (Lopez-Cantu
et al., 2020; Fiddes et al., 2022), stemming from our limited understanding of the complex inter-
actions between ice particles, liquid water, cloud dynamics, and aerosol particles during snow
formation (Morrison et al., 2012; Griesche et al., 2021).

In situ snowfall observations are highly uncertain due to the nature of their measurement tech-
niques and the strong spatial variability of precipitation. Moreover, such observations are al-
most entirely absent in remote polar regions. Ground-based remote sensing, such as weather
radar, is typically limited to densely populated areas, with only a handful of radar-equipped
sites in the polar regions. (e.g., Souverijns et al. (2018b); Li et al. (2021); Schoger et al. (2021);
Matrosov et al. (2022); Tridon et al. (2022); Alexander et al. (2023)). As such, space-borne
techniques are required to observe snowfall on a regional or global scale. Passive microwave
sensors (Kidd et al., 2021) provide good spatial coverage due to their kilometre-scale imag-
ing capabilities. However, they are impacted by surface properties (Skofronick-Jackson et al.,
2004; Skofronick-Jackson and Johnson, 2011) and the presence of supercooled liquid water
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Figure 11: Left panel: CloudSat mean annual snowfall rate in 1° grid boxes for the 2006–
2016 period. Despite averaging over 10 years, the data is noisy. Extracted from Kulie et al.
(2020). Right panel: Mean annual snowfall rate (mmwater equivalent per year) over Antarctica,
from CMIP5 models (black dots), CloudSat observations for 2007–2010 (red dot). Note the
substantial spread across model and observational estimates. Adapted from Stephens et al.
(2018).

(Battaglia and Panegrossi, 2020; Panegrossi et al., 2022; Camplani et al., 2024), which are
difficult to separate from atmospheric scattering contributions by frozen hydrometeors.

Due to their unique profiling capabilities, radar can provide detailed vertical profiles of hydrom-
eteors and distinguish scattering by hydrometeors from the surface. Although converting radar
measurements into snowfall rates introduces uncertainties, polar-orbiting satellites, such as
CloudSat (Stephens et al., 2018) and EarthCARE (Wehr et al., 2023), provide some of the
best opportunities for observing snowfall globally (Milani and Kidd, 2023). CloudSat snow-
fall measurements have been successfully evaluated against ground-based in situ data and
radar networks (Mroz et al., 2021), leading to the development of snowfall climatologies (Liu
et al., 2008; Palerme et al., 2014; Stephens et al., 2018; Bennartz et al., 2019; Kulie et al.,
2020), which are especially valuable in regions with sparse in situ observations like Antarctica
or Greenland. CloudSat data has also been used to investigate seasonal cycles (Kulie and
Milani, 2018), to evaluate climate models (Palerme et al., 2017) and study the surface mass
balance of ice sheets (Boening et al., 2012; Milani et al., 2018). However, CloudSat revisit time
of 16 days, combined with its km-size footprint, led to sparse spatial sampling, introducing noise
into snowfall climatologies even when averaged over a 10-year period (Figure 11).

CloudSat is also limited by surface clutter contamination and cannot observe snowfall in the
“blind zone” (up to 1200 m above the surface), leading to potential underestimation of snowfall
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rates for shallow events and overestimation in presence of sublimation (Maahn et al., 2014).
Due to the similar design, these limitations also apply to EarthCARE.

The key scientific question related to “Polar Snowfall” is: How can improved quantification
of polar snowfall processes reduce uncertainties in snowfall accumulation and surface
mass balance, and enhance the representation of snow-related processes in climate and
weather prediction models?

WIVERN Contribution to Goal 2 - Constraining Cloud and Precipitation Impacts on
Climate

By providing global, high-resolution observations of vertically resolved cloud structure,
mass, and dynamics, WIVERN will help reducing uncertainties in cloud feedbacks. It
will offer unprecedented insight into the lifecycle of anvil clouds, including detrainment
height, horizontal extent, mass flux, and thickness. Thanks to its beam-matched radar-
radiometric mode, wide-swath coverage, high sampling frequency and reduced blind zone
over the ocean, WIVERN will enhance sensitivity to and sampling of liquid precipitation
and liquid water path in light rain and drizzle in shallow oceanic clouds, as well as snowfall
in high latitudes.

3.5. Improving Numerical Weather Prediction and Earth System Models

Building on the enhanced understanding of storm dynamics and the improved constraints on
cloud and precipitation processes described in the previous sections, WIVERN will provide
crucial observations to advance NWP and Earth System Models (ESMs). These models are
essential tools for understanding and forecasting atmospheric and climate processes. NWP
models simulate the short-term evolution of the atmosphere, typically a few days ahead, while
ESMs provide long-term projections of the Earth system spanning decades to centuries. In
the decade to come, both types of model are expected to operate globally with kilometre-scale
resolution. These future global km-scale models have the advantage that they can directly
resolve the spectrum of storms and air motions associated with them. They will thus require
fine-scale observations of the dynamic and cloud properties to evaluate and better constrain
them.

For NWP, it is well established that a more accurate initial state leads to better forecasts. Data
Assimilation (DA) schemes optimally combine the latest observations with the current model
state, accounting for the uncertainties in both, to produce an improved initial state (i.e. analysis)
for forecasting. Even emerging Artificial Intelligence (AI)-based forecasting systems rely on
observations, to estimate the initial state, and to train the AI models. In the following, the need
for better or novel observations to support DA (Section 3.5.1), model evaluation (Section 3.5.2),
and AI-based approaches (Section 3.5.3) is explained.
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3.5.1. Improving the Initial State of NWP Models

A weather forecast’s accuracy is limited by how well the current state is known. Therefore,
improving the current atmospheric state of numerical models through new global observing
capabilities is a key lever for improving forecast quality.

Figure 12: ECMWF global model FSOI results for the period December 2022 to February 2023.
It shows the overall short-range forecast global NWP impact for each observation group i.e.
relative FSOI (%) (blue) and this impact then normalised by the data count per observation
group (orange) in arbitrary units.

The value of individual observations can be assessed using the Forecast to Sensitivity Obser-
vations Impact (FSOI) technique (Cardinali, 2009; Eyre, 2021), which quantifies howmuch each
observation contributes to reducing short-range forecast error. Numerous studies (e.g., Baker
et al., 2014; Horányi et al., 2015) have shown that, among all variables, wind observations
have a particularly strong positive impact on NWP analyses and forecasts. This is confirmed
in ECMWF FSOI scores which show that the impact per wind observation is particularly strong
(see Figure 12). Wind measurements account for only 8% of the data count, yet provide 26%
of the overall impact.

A prominent example is the Aeolus HLoS wind measurements; when assimilated into NWP
models, they led to one of the strongest positive impacts for a single instrument, contributing
~3.5% (~4.5% in 2019) of the relative FSOI (Figure 12). NWP centre’s Observing System Ex-
periments (OSEs) further confirmed that assimilating Aeolus wind profiles led to statistically
significant reductions in wind vector, temperature and humidity forecast errors by several per-
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cent into the medium-range, with greatest improvements in the tropics (Rennie et al., 2021;
Pourret et al., 2022). As a result, Aeolus data were operationally assimilated by ECMWF, the
Deutscher Wetterdienst (DWD), Météo-France, and the UK Met Office between 2020 and 2023
(Pourret et al., 2022; Rennie et al., 2021; Martin et al., 2023), a remarkable achievement for a
scientific demonstration mission lasting only a few years.

Next in the FSOI impact ranking per observation are ocean surface scatterometer winds, ra-
diosondes and radar wind profilers. Then Atmospheric Motion Vector (AMV) winds account for
~6% of the relative FSOI. Recent studies have demonstrated their positive impact on forecasts,
mostly in the lower and upper troposphere (Bormann et al., 2019; Chambon et al., 2023; Sasso
et al., 2025). As shown in Figure 12, the AMV data comes via 16 satellites, however, lots of
data are rejected in the assimilation, as they are typically associated with height-assignment
errors, especially in the mid-latitudes over land. Additionally, as they are derived from infrared
and visible observations, they are only sensitive to the upper layers of the clouds.

Figure 13: Histograms of the number of observations assimilated into the assimilation system,
as if predicted using the Météo-France operational global NWP model (Bouyssel et al., 2022),
averaged over a 21 day period in September 2021. It is clear that WIVERN data (blue) occurs
in the areas with much lower coverage from AMVs (green) and Aeolus (magenta and orange).
Taken from Sasso et al., 2025.

WIVERN will provide complementary observations of wind profiles within optically thick clouds,
which are inaccessible to both AMVs and Aeolus-2. This is illustrated in Figure 13, which
presents the daily average vertical distribution of AMV (green), Aeolus-1 Rayleigh-clear (ma-
genta), Aeolus Mie-cloudy (yellow), WIVERN (blue) observations across the Northern Hemi-
sphere (left), tropics (centre), and Southern Hemisphere (right). These average vertical distri-
bution have been calculated using the global NWP model Action de Recherche Petite Echelle
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Grande Echelle (ARPEGE) (Bouyssel et al., 2022) for a 3-week period in September 2021.
In the stratosphere, the observations is largely dominated by Aeolus. The upper troposphere
(above ∼300hPa) and lower troposphere (below ∼850hPa) are dominated by AMV data. In
contrast, the mid-troposphere (between ∼850 and 300hPa), particularly in the mid-latitudes,
is primarily covered by the simulated WIVERN observations. This figure clearly demonstrates
the vertical complementarity between Aeolus, AMVs, and WIVERN. By addressing the persis-
tent observational gap of winds in cloudy and precipitating regions, WIVERN will improve NWP
forecasts at all vertical levels within the troposphere, and in all geographical domains.

While wind observations are clearly valuable for defining the dynamic state, they are still sparse
and unevenly distributed, compared to all kind of other observations. Indeed, of the total data
count assimilated in the global ARPEGE model (~34 million observations) WIVERN contributes
4.2%, AMVs 1.7%, and Aeolus 0.4%, respectively. This further highlights a significant under-
representation of wind observations, despite their crucial role in reducing forecast errors. Al-
though great progress has been made in global NWP in recent decades, recent studies in
predictability (e.g. Selz et al. (2022)) state that forecast skill still has plenty of room for im-
provement due to being far from saturated with observation information. Skillful forecast range
could be extended by a further 4–5 days if initial condition errors were reduced by 90%, hence
suggesting the need for much improved sampling of critical variables like the wind field.

In addition to wind data, radar reflectivity observations (a key parameter for detecting clouds
and precipitation) are appealing for initialising NWP models, as they are highly sensitive to hy-
drometeors with excellent vertical resolution. The profiles are especially valuable for resolving
vertical structures of clouds and precipitation, which are critical for studying mesoscale sys-
tems.

Over recent decades, radar reflectivity data has been primarily assimilated into km-scale NWP
models, which feature high vertical and horizontal resolution (e.g., around 1 km for most op-
erational mesoscale models). These models explicitly resolve convective storms, requiring
fine-scale observations to better constrain and validate model outputs. As a consequence,
ground-based radar reflectivities have been especially useful for regional NWP models, with
many meteorological centres assimilating such data operationally (e.g., Caumont et al., 2010;
Wattrelot et al., 2014; Simonin et al., 2017). These data are not distributed evenly at a global
scale, and are therefore not used operationally in global NWP models.

At the global scale, NWPmodels are evolving tomatch the resolution of current regional models,
thus potentially benefiting from assimilating these high resolution observations. Initial studies
using space-borne radar observations, such as CloudSat 1.6 km swath and GPM 250 km swath,
have shown significant improvements in global forecast errors (Janisková and Fielding, 2020;
Ikuta et al., 2021b). These improvements are especially evident in oceanic regions, where
ground-based radar data are unavailable (Ikuta et al., 2021b). The impact of reflectivity ob-
servations is expected to increase further as advanced ensemble-based DA techniques (e.g.,
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Figure 14: Mission timelines for past, present and future atmospheric radar missions with the
relevance of their radar operating bands to the detection of clouds and precipitation (Battaglia
et al., 2020).

4DEnVar) are implemented by 2030 to further constrain these cloudy-sensitive observations.
This will optimise the extraction of cloud and precipitation information from reflectivity observa-
tions, providing greater potential for WIVERN, which will collect slanted vertical profiles across
an unprecedented swath of 800 km.

Despite the importance of reflectivity measurements for reducing forecast errors, there are
no plans for a space-borne atmospheric W-band radar in the next decade (Figure 14, Ta-
ble 1).

Table 1: Strengths and weaknesses of past, present and future atmospheric radars shown in
Figure 14.

Band Sensitivity Swath Footprint Doppler Horizontal Vertical
[dBZ] [km] [km] (vN [m s−1]) winds winds

TRMM Ku 17 250 5 7 7 7

CloudSat W -28 1.4 1.4 7 7 7

GPM-DPR/FY3-PMR Ku/Ka 12/15 250 5 7 7 7

INCUS K 12 10 3 7 7 ✓
EarthCARE W -35 0.75 0.75 ✓(5-6) 7 ✓

AOS-Storm PMM Ku 5 250 5 ✓(35-40) 7 ✓
WIVERN W -23.5 >800 <0.8 ✓(40) ✓ ✓
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In addition to active radar measurements of Doppler winds and reflectivity, passively sensed
microwave frequency Brightness Temperature (Tb) observations are important for defining
the initial conditions. Tb is sensitive to temperature, humidity, and hydrometeor contents, and
indirectly affects dynamic variables through the Four-Dimensional Variational Data Assimilation
(4D-Var) DA system, which adjusts the other fields (e.g., pressure, temperature, winds) and
improves initial conditions (Geer et al., 2018). Studies show that Tb data improves forecast
quality, especially in regions of active weather (Chambon et al., 2023; Geer et al., 2017; Duncan
et al., 2021). Tb at 94GHz, for example, can detect liquid water in clouds (Geer et al., 2017).
This sensitivity is particularly important for studying tropical stratocumulus clouds over cold
ocean waters, which have a significant cooling effect on Earth, but have been decreasing in the
last two decades (Boukabara et al., 2020). Tb at 94GHz is also highly sensitive to the humidity
in the lowest levels of the atmosphere, and would therefore be beneficial to further constrain
the analyses close to the ground in clear-sky as well as in cloudy conditions. Moreover, even
if the constellation of passive microwave observation is already quite dense, recent studies
have shown that there is no saturation effect of the assimilation of more satellite (Duncan et al.,
2021). Therefore, the inclusion of WIVERN dual-polarisation Tb observations is expected to
further enhance NWP model forecasts.

The key scientific question related to “Improving NWP Models” is: How can enhanced global
co-located in-cloud winds, and cloud and precipitation 3D structures improve the initial
state representation in NWP models and lead to more accurate weather forecasts?

3.5.2. Evaluating and Improving Earth System Models

Besides improving the initial state, observations are useful for model evaluation and improve-
ment. In this section, our focus is on improving the next-generation of ESMs, recognising
that both next-generation ESMs and NWP models share similar requirements for atmospheric
parametrisations due to their similar grid spacing.

It is important to recognise that the horizontal grid spacing determines the type of processes that
can be explicitly resolved by the fluid-dynamical equations. In the atmosphere, a grid spacing of
100 km can only resolve large-scale storms. Smaller-scale processes (Figure 15) must instead
be represented by parametrisations, which statistically approximate their effects on larger-scale
dynamics. Those parameterisations are a major source of uncertainty and well-known model
biases (e.g. Fiedler et al., 2020), the most notable of which concerns the simulation of the
spatial distribution of precipitation over the Indian Ocean and the Pacific warm pool (Figure 16).
This issue has driven ongoing efforts to improve horizontal resolution within the constraints of
available computational resources and the scientific problem being addressed.
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Figure 15: A list of atmospheric physical processes that require parametrisation at different
model resolutions. Lighter colours mean that some models still parameterise that process,
other do not. WIVERN will provide observations related to these processes across its 1 km
footprint and 800 km swath.

Infobox 3.6: Parametrisation

In the climate and weather systems, many important processes, like cloud formation,
happen on scales that are smaller than the grid spacing used by a numerical model (see
Figure 15), meaning that such processes cannot be directly represented by solving the
underlying physical equations. Instead, models rely on parametrisation, a method that
uses simplified relationships to account for the effects of these processes based on the
state of the model’s grid-scale variables. Parametrisations are only approximate and are
a source of major biases.

Currently, next-generation ESMs can already be integrated over decades with horizontal grid
spacings of 5 to 10 km (Hohenegger et al., 2023; Rackow et al., 2025). Although the higher
resolution allows for a more explicit representation of storms, not everything works perfectly
out of the box and biases persist. This is so as some of the small-scale processes, especially
turbulence and microphysics (Figure 15), have to remain parameterised.

Additionally, convective storms are often too poorly organised, with cluster sizes that are typi-
cally too small. A key feature in these next-generation models is that they are resolving (instead
of parameterising) storms at the mesoscale, including the flow within them. Dedicated observa-
tions of mesoscale storm dynamics are therefore needed to improve climate simulations.

Fortunately, biases become apparent quickly and in many cases, even a single month of simula-
tion is sufficient to reveal major model biases (Segura et al., 2025), provided that observational
data are available to reconstruct the corresponding atmospheric state with enough detail, even
at regional scales. Unfortunately, existing satellite systems with active sensors lack the spa-
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Figure 16: Latitudinal cross-section of precipitation over the Pacific warm pool (150◦E–180◦E)
from two global kilometre-scale coupled climate models, the Icosahedral Nonhydrostatic model
(ICON) model and the Integrated Forecasting System (IFS), compared with observations from
the Integrated Multi-satellitE Retrievals for GPM (IMERG). Taken from Segura et al. (2025).
Note especially how both models underestimate precipitation at the equator.

tial and temporal resolution required to capture rapidly evolving cloud structures, especially
at regional scales. The high spatial and temporal sampling of WIVERN will overcome these
limitations, offering the level of detail needed to effectively assess and improve model perfor-
mance.

Moreover, an emerging frontier in model improvement is the use of observations to directly esti-
mate uncertain model parameters. Techniques such as inverse modelling, variational methods,
and machine learning are beginning to show promise in this area. For example, Kotsuki et al.
(2020) demonstrated how satellite data can be used to estimate spatially varying microphysical
parameters, such as the auto-conversion rate in cloud schemes. Similarly, Geer (2021) showed
how retrievals can help to infer properties of frozen hydrometeors. Although still in their early
stages, these approaches may become a powerful tool for improving model simulations by the
time of WIVERN launch, and they could make use of the novel observations WIVERN will pro-
vide.

The key scientific question related to “Evaluating and Improving Earth SystemModels” is: What
are the causes for remaining biases in the representation of storms in kilometre-scale
climate and weather models and can these biases be alleviated?

3.5.3. Relevance of WIVERN for Fast-Moving AI-Based Models

As shown in Section 3.5.1, WIVERN observations will refine the initial state of the traditional
physically-based NWP models. WIVERN data will be also very appealing for AI-based NWP
models. AI is revolutionising weather forecasting by enhancing their accuracy and efficiency.
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The incorporation of AI into the forecasting process has already demonstrated improvements
in processing speed and the efficient management of vast and complex datasets, enabling the
rapid delivery of forecast products without compromising accuracy (Schultz et al., 2021; Pathak
et al., 2022).

AI-based weather prediction can be broadly divided into two categories. The first relies on train-
ing machine learning models using reanalysis datasets (e.g. ERA5: Fifth Generation ECMWF
Reanalysis), which combine observations with NWP model outputs. These systems, such
as FourCastNet (Pathak et al., 2022), Google DeepMind’s GenCast (Price et al., 2025) and
ECMWF AI Forecasting System (ECMWF, 2024), have demonstrated remarkable speed, up to
1,000 times more efficient than traditional physics-based models (ECMWF, 2024), but their per-
formance is ultimately constrained by the quality of reanalyses datasets used for training.

A second, emerging class of models aims to forecast the weather by learning directly from ob-
servations alone, in a so-called Direct Observation Prediction (McNally et al., 2024) framework.
These models bypass reanalyses, relying instead on large volumes of high-quality, frequent,
and global observational data to learn the governing dynamics. While still in early develop-
ment, they hold promise for reducing model biases and increasing robustness. The success of
these approaches depends critically on the availability of high-quality observations across all
key meteorological variables.

Accurate weather forecasts, whether based on traditional NWP or AI-driven systems, critically
depend on the quality of the initial state of the atmosphere. The WIVERN core strength lies in
its ability to refine this initial state by providing direct measurements of key variables such as
wind and cloud properties. This will benefit all modelling frameworks, whether physically based
or data-driven.

In the case of reanalysis-driven models, better observations lead to improved reanalysis prod-
ucts and thus higher-quality training datasets. Robust and frequent global observations are
therefore essential to constrain and train AI models effectively, underscoring the ongoing im-
portance of comprehensive satellite missions in the AI-driven forecasting era.

WIVERN capability to provide high-resolution, near-real-time, and simultaneous winds and
cloud observations aligns seamlessly with the requirements of AI-driven forecasting systems.
Its unprecedented 800 km swath and 600m vertical resolution will deliver a significant amount
of detailed three-dimensional data coverage, essential for initialising AI models that rely on ac-
curate and timely atmospheric information. To provide context on the significance of WIVERN
large observational coverage, in one week WIVERN will sample as much as CloudSat and
EarthCARE do in a year.

These unique observations will address a critical gap in the existing observing system and sup-
porting the development of robust, data-hungry AI forecasting tools. Finally, as for traditional
NWP models, AI models require a GOS in which the observations complement each other in
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terms of coverage (e.g. clear sky versus cloudy areas) and in terms of their sensitivity to the
meteorological variables. It is particularly important for observation-only AI models to have ob-
servations in variables that users want for weather forecasts, therefore wind is crucial. It will
help to map the information from more indirect observation types into wind space. As demon-
strated in Sasso et al. (2025), WIVERN will perfectly meet this criteria by providing a unique set
observations which is fully complementary to the other wind observations of the GOS.

The key scientific question related to “Relevance of WIVERN for Fast-Moving AI-Based Mod-
els” is: How can high-resolution, near-real-time observations of in-cloud wind and cloud
properties enhance the training, validation, and performance of both reanalysis-driven
and observation-only AI-based weather prediction models?

WIVERN contribution to Goal 3 - Improving NWP and Earth System Models

WIVERN will provide the first global dataset of co-located in-cloud winds and cloud and
precipitation properties over an unprecedented swath of 800 km. It will improve NWP
model analyses and Artificial Intelligence-based forecasts all over the globe. As all the
meteorological variables are coupled, this improvement will not only impact the wind
fields, but all the meteorological variables. WIVERN will also accelerate the issuance
of weather alerts, thereby strengthening preparedness and response. Its unique dataset
will also allow to better infer the links between the dynamics and the cloudy fields in the
analyses.
WIVERN global, high-resolution observations of wind profiles, cloud structures, and hy-
drometeor distributions within storms are also critical for testing and refining the parametri-
sations (InfoBox 3.6). By providing detailed insights into storm dynamics and vertical
transport of heat and moisture, WIVERN will help reduce uncertainties in how cloud sys-
tems and storms are represented in ESMs, ultimately leading to more physically consis-
tent models and improved climate projections.

3.6. UnlockingAdditional Science -WIVERNSecondary ScienceObjectives

The usefulness of the WIVERN radar pulses does not end when they pass through the atmo-
sphere. In fact, their interaction with the Earth’s surface will offer valuable insights into how
the atmosphere connects with two other key parts of the climate system: the ocean and the
cryosphere. These measurements, while considered secondary objectives, are closely linked
to WIVERN primary objectives. For instance, observations of sea surface Doppler Frequency
Shift (DFS) and Normalized Radar Cross Section (NRCS) will improve our understanding of sur-
face ocean currents. When combined with in-cloud wind profiles and cloud properties, these
observations will provide a more complete picture of air–sea coupling and how the ocean re-
sponds to changes in the atmosphere above. Similarly, collecting data over sea ice and land
will support studies of polar snowfall, an important part of the water cycle in high-latitude re-
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gions, and provide information on snow properties over sea ice and land, a critical factor in
surface heat fluxes. Here, the focus is on the sea ice part and only slightly on snow properties
on land, which nevertheless can be an important observational contribution by WIVERN. The
following sections describe the current gaps in our knowledge in these areas, and howWIVERN
observations can help to close them.

3.6.1. Bridging Observational Gaps in Polar Sea Ice and Snow for Climate Re-
search

Sea ice is a crucial component of the global climate system, covering approximately 4 to 7%
of the global ocean. It acts as a barrier to heat, momentum, and gas exchange, notably water
vapour, between the ocean and atmosphere. Due to its high albedo compared to ice-free ocean,
sea ice plays a significant role in the global radiation balance.

Due to the remoteness and inaccessibility of the polar regions, satellite remote sensing is the
only means of obtaining comprehensive global data on sea ice. The strong decline in Arctic
sea ice during the last decades could only be observed by the satellite climate data record,
which has been available since the 1970s. This decline is one of the most striking indicators of
recent climate change, yet the full dynamics and feedback mechanisms driving this loss, par-
ticularly associated with Arctic amplification, remain poorly understood, nor are they accurately
represented in current climate models (Dai et al., 2019; Rantanen et al., 2022; Wendisch et al.,
2023).

Several key parameters related to sea ice are essential for assessing its role in the climate
system, as well as for understanding, modelling, and ultimately predicting its temporal evolution.
These include sea ice coverage, sea ice thickness, sea ice structure and type, and the snow
cover on top of the ice. Also, narrow, linear openings in the sea ice, called leads, contribute
significantly to heat exchange between ocean and atmosphere.

Since the 1970s, daily satellite monitoring has provided global sea ice coverage estimates, with
an initial spatial resolution of ∼50 km, improving to ∼5 km since 2002. However, higher spatial
resolution sea ice information is urgently required, as regional climate models now operate
at grid resolutions of 1 km or finer. Additionally, shipping and offshore industries depend on
high-resolution ice data for navigation and operational planning. However, existing satellite
observation systems with resolutions finer than 1 km face following limitations:

• SAR provides high-resolution imagery but does not provide global sea-ice coverage on a
daily basis, and an automatic retrieval of sea ice concentration is very challenging.

• Infrared (IR) and visible sensors offer detailed observations but are impacted by cloud
cover and the latter are limited to daylight conditions which is a serious limitation because
of high cloudiness of polar seas and the lack of daylight in winter.

The least understood parameter related to sea ice is the snow layer covering the ice surface.
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Snow has a significant insulating effect and thus modulates the sea ice growth below, and has
a much higher albedo than the bare sea ice, and the albedo strongly depends on the snow type
and grain size. Thus, snow properties are essential for determining the surface energy balance
in polar regions. Additionally, accurate knowledge of snow depth is essential for estimating sea
ice thickness from space and, consequently, the global sea ice volume. Unfortunately, snow
depth is highly variable in both space and time, influenced by snowfall, snow drift, redistribution,
and physical transformation processes (Massom et al., 2001).

Several satellite-based methods exist for retrieving snow depth on sea ice, including those
based on microwave scattering properties (e.g., Rostosky et al., 2018), and dual-frequency
altimetry (Guerreiro et al., 2016; Kacimi and Kwok, 2022). However, both techniques have
significant uncertainties, often related to the uncertain penetration of the microwaves into the
snow, and remain an active area of research and development.

To fully understand the thermodynamic impact of snow on sea ice, measuring snow depth alone
is insufficient; its microphysical properties such as structure and density are also needed. Cur-
rently, no satellite method can retrieve this information, as existing microwave instruments lack
the optimal combination of frequencies and polarisations. Moreover, sensors are usually either
active (radar) or passive (radiometers), but not both simultaneously, limiting comprehensive
snow characterisation.

Upcoming microwave missions face key limitations when it comes to snow observation. The
Radar Observation System for Europe in L-band (ROSE-L) operates at long wavelengths, which
are insensitive to snow. Other missions, such as Copernicus Imaging Microwave Radiometer
(CIMR) and Copernicus polar Ice and Snow Topography ALtimeter (CRISTAL), include frequen-
cies up to 37 GHz, which offer some sensitivity to snow depth but limited information on snow
structure and type. Although EarthCARE uses a higher frequency (94 GHz), it is nadir-viewing
only, meaning it cannot capture the difference between horizontally and vertically polarised
emission or backscatter from the surface

One of the key uncertainties in Arctic Amplification is the strength of the lapse rate feedback,
which is considered the dominant feedbackmechanism, especially outside summermelt (Pithan
and Mauritsen, 2014). This feedback is highly dependent on ice surface temperature, which
in turn is strongly influenced by snow insulation properties. Additionally, the loss of sea ice
removes a physical barrier to moisture exchange, potentially increasing atmospheric humidity.
This could both increase the water load in polar storms and amplify warming. Yet there is no
direct observational constraint on this process at relevant spatial and temporal scales.

The key scientific question related to “Bridging Observational Gaps in Polar Sea Ice and Snow
for Climate Research” is: How can the representation of polar feedbackmechanisms in cli-
matemodels be improved and uncertainties in polar climate projections be reduced?
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WIVERN Contribution to Polar Sea Ice and Snow Observations

WIVERN unique combination of active and passive microwave observations at 94 GHz
with both vertical and horizontal polarisations at an oblique incidence angle, allows the
retrieval of high-resolution sea ice concentration (approximately 1 km), detection of leads
(>100m width), and retrieval of novel snow properties.

3.6.2. Revealing What Satellite Altimetry Misses: Advancing Our Understanding
of Ocean Surface Current Dynamics

The ocean is a fundamental component of the Earth system, covering more than 70% of the
planet’s surface. It carries approximately half of the total poleward heat flux at mid-latitudes
(Czaja and Marshall, 2006) and accounts for almost 90% of the excess heat storage in the
Earth system between 1960 and 2020 (von Schuckmann et al., 2023). Its interactions with the
atmosphere play a crucial role in triggering and shaping tropical and extra-tropical cyclones. It
is evident that a motionless ocean would perform these vital functions dramatically differently.
The state of motion of ocean waters, the currents, therefore represents a critical regulating
factor within the Earth system and must be systematically observed, understood, and mod-
elled. Beyond its role as a climate regulator, the ocean is also essential to a wide range of
maritime activities that serve society at multiple levels. Shipping, maritime safety, fisheries,
renewable energy, pollution response, environmental management, resource exploitation, port
and harbour operations, and recreation all depend on accurate knowledge of ocean currents.
This underscores the need for continued monitoring and enhanced understanding of oceanic
flows.

In situ monitoring of ocean currents at the global scale is currently performed in the frame-
work of two main programs, the ARGO profiling floats array (Roemmich et al., 2019), and the
Global Surface Drifter Array (Centurioni et al., 2019). Satellite monitoring is exclusively per-
formed through radar altimetry (Fu and Cazenave, 2001; Mulet et al., 2021). While existing
satellite observations provide valuable insight into ocean currents, they also have significant
limitations in terms of spatial coverage, temporal resolution, and accuracy. Satellite altime-
try measures sea surface height and estimates currents indirectly, assuming the ocean is in
balance (hydrostatic and geostrophic) and flows in large-scale patterns. This means it cannot
capture the full picture of Total Surface Current Vector (TSCV). The method is insensitive to the
non-geostrophic current components, which are wind-driven or inherently transient features,
such as surface Ekman drift, and Near-Inertial Oscillations (Demol et al., 2025; Penven et al.,
2014). This limitation is a consequence of the observation method itself and affects even the
most advanced altimetry missions, Sentinel-6 (Poseidon-4 Delay-Doppler Altimeter) (Donlon
et al., 2021) and SWOT (KaRIN swath altimeter) (Fu et al., 2024).

Due to the lack of remote sensing alternatives that are sensitive to the TSCV, the only avail-
able information to quantify the issue comes from in-situ observations, which are highly labor-
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intensive, remain spatially and temporally sparse, and are subject to several well-known ob-
servation biases (e.g. limited coverage during the winter period in the Southern Ocean, and
the difficulty to maintain autonomous platforms in regions with divergent surface Ekman flow).
This has led the WMO to state in its Global Climate Observing System (GCOS) 2022 Imple-
mentation plan that: “Currently, space-based estimates of near-surface currents are produced
by combining surface geostrophic currents derived from altimetry and Ekman Current derived
from ocean-surface wind stress (e.g., from scatterometers). They are more representative of
mixed-layer currents than surface currents. Moreover, the geostrophic and Ekman theories
break down near the equator, preventing reliable estimates of the currents from altimetry and
scatterometry measurements. Direct measurements of surface currents from space are thus
needed.”

Space-borne Doppler radar, as demonstrated by Romeiser et al. (2005), using Shuttle Radar
Terrain Mapping (SRTM) data, or Chapron et al. (2005), using ENVISAT/ASAR data, offers
an alternative observation technique which is sensitive to the TSCV. These experiments were
however limited in time.Doppler radars have since been at the core of multiple proposed space
missions, including three ESA Earth Explorer candidates (SKIM, HARMONY, and SEASTAR)
and NASA-CNES’s Ocean DYnamics and Surface Exchange with the Atmosphere (ODYSEA)
mission (with a selection decision expected in mid-2025). HARMONY has been chosen as the
10th ESA Earth Explorer mission. The development of these missions has fostered a growing
community of potential scientific users and significantly advanced the maturity of Doppler-based
current measurement techniques. The technical characteristics of HARMONY, particularly its
sub-km scale spatial resolution, make it well-suited for providing instantaneous, high-resolution
current observations of the coastal ocean or areas of specific interest, such as western boundary
currents or eastern boundary upwelling systems. However, due to data downlink constraints,
this high resolution coverage will only be available over 34% of the global ocean, leaving the re-
maining two thirds unobserved, highlighting a clear need for a complementary mission focused
on the open ocean.

Opportunistically using the WIVERN ocean surface radar echo is a great step towards this
objective. For the first time on a global scale, Doppler observations of WIVERN could provide
insights into the dynamics of ocean current features that altimetry alone cannot capture, such
as:

• Non-geostrophic currents that are climatically significant, such as Ekman drift, Near-Inertial
Waves, highly energetic structures, and the ocean’s rapid response to extreme atmo-
spheric forcing.

• Ocean currents in regions where geostrophic balance is less relevant, such as at the
equator with Tropical Instability Waves, which modulate sea surface temperature variabil-
ity.
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The capability of WIVERN to complement the geostrophic current estimates produced opera-
tionally by the altimeter constellation with direct global measurements of the ocean TSCV will
lift the long-standing observational deadlock preventing this question to be addressed, thereby
bringing a decisive contribution to the field of oceanography. Beyond surface current mea-
surements, WIVERN also presents an exciting opportunity to explore the potential of space-
borne W-band microwave radar for ocean science. In particular, WIVERN could contribute
to the development of W-band surface wind scatterometry, expanding its product portfolio to
include synergistic observations of air-column winds, surface winds, and ocean currents. No-
tably, ODYSEA, while dedicated to ocean surface wind and current measurements, lacks a
concurrent air-column wind observing capability, a gap that only WIVERN can fill.

The key scientific question related to “Advancing Our Understanding of Ocean Surface Current
Dynamics” is: How do non-geostrophic processes contribute to global surface current
variability, and how can improved simultaneous observations of the atmosphere and
ocean enhance our understanding of air–sea interactions and ocean circulation?

WIVERN Contribution to Ocean Current Observation

WIVERN offers new insights into the dynamics of surface currents in regions where
geostrophic balance breaks down, such as the equatorial ocean, and during episodes
of strong atmospheric forcing. Additionally, it provides co-located observations of air-
column winds, surface winds, and ocean currents that opens new opportunities to study
air–sea interactions at the global scale.
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4. RESEARCH OBJECTIVES

This chapter summarises the mission scientific objectives and outlines how the identified sci-
entific gaps and questions can be addressed through the proposed mission objectives.

4.1. Science Goals and Objectives

Following the background and science justifications provided in, the key scientific contribu-
tions of the WIVERN mission are divided into primary and secondary objectives, which are
well aligned with those outlined in ESA’s Living Planet Programme (ESA, 2015).The Primary
Science Objectives (PSOs) address the Living Planet Challenges under the Atmosphere (A)
theme, while the Secondary Science Objectives (SSOs) contribute to the Cryosphere (C) and
Ocean (O) themes.

4.1.1. Primary Science Objectives (PSO)

The PSOs are structured around three key scientific goals:

• Understanding storms

• Constraining cloud and precipitation impacts on climate

• Improving Numerical Weather Prediction (NWP) and Earth System Models (ESMs)

4.1.1.1. Understanding Storms

The science objectives under this goal are:

PSO 1.1: Storm Structure and Dynamics

Improve the understanding of storm dynamics by quantifying the strength, structure, and
horizontal extent of internal circulations across the full spectrum of storm types, from small
convective systems just a few kilometres wide to large storms spanning up to 800 km,
across Earth’s wide range of climates. Particular emphasis is on the role of in-storm
horizontal mesoscale circulations and vertical wind shear driving the organisation and in-
tensification of systems such as mesoscale convective systems, tropical and extratropical
cyclones, and polar lows.

PSO 1.2: Water, Heat, and Circulation

Gain insight into the coupling between water, heat and circulation by quantifying the rela-
tionship between the 3D mass structure, the 3D heat structure, and the resulting internal
circulation as a function of storm type, and by characterising the relationship between
storms, environmental mesoscale circulation, and large-scale circulation.
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The combination of these objectives will lead to a better understanding of storms and will in-
crease our confidence in how properties of storms (e.g. intensity, propagation, location) will
change as the climate warms. Ultimately, this will help to better characterise which storms are
capable of significantly modifying the large-scale circulation of the atmosphere. This will also
bring clarity to the controversial discussion about the role of internal versus external dynamics
controlling the storm lifecycle and on thermodynamics (moisture/heat) versus dynamics (wind)
control.

These science objectives address Living Planet Challenge Atmosphere A4 which focuses
on: interactions between changes in large-scale atmospheric circulation and regional weather
and climate.

4.1.1.2. Constraining Cloud and Precipitation Impacts on Climate

The science objectives under this goal are:

PSO 2.1: Anvil Cloud Feedback

Determine the relationship between convective mass flux in tropical convective storms
and the area and depth of the high anvil clouds they generate to better constrain climate
sensitivity.

PSO 2.2: Precipitating Oceanic Shallow Clouds

Improve quantitative estimates of shallow precipitation over the oceans in trade cumulus
and stratocumulus regimes, and investigate how this precipitation influences the organi-
sation of shallow clouds and affects the sign and magnitude of their climate feedbacks.

PSO 2.3: Polar Snowfall

Improve the quantification and understanding of polar snowfall processes to reduce un-
certainties in snowfall accumulation, assess surface mass balance, and better represent
snow-related processes in climate and weather prediction models.

These objectives address Living Planet Challenges Atmosphere A1, A2 and A4 which focus
on:

A2: Interactions between the atmosphere and the Earth’s surface involving natural and an-
thropogenic feedback processes for water, energy and atmospheric composition; A1: Water
vapour, cloud, aerosol and radiation processes and the consequence of their effect on the ra-
diation and the hydrological cycle; and A4: as above.

Objective PSO 2.3 addresses Living Planet Challenges Cryosphere C2 and C3 which focus
on: C2: Mass balance of grounded ice sheets, ice caps and glaciers, their relative contribu-
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tions to global sea-level change, their current stability and their sensitivity to climate change;
and C3: Seasonal snow, lake/river ice and land ice, their effects on the climate system, water
resources, energy and carbon cycles; the representation of the terrestrial cryosphere in land
surface, atmosphere and climate models.

4.1.1.3. ImprovingNumericalWeather Prediction (NWP) andEarth SystemModels (ESMs)

The science objectives under this goal are:

PSO 3.1: Numerical Weather Prediction

Improve the representation of the initial state of the atmosphere in NWP models, and
hence, the quality of weather forecasts.

PSO 3.2: Earth System Models

Advance the representation of cloud, precipitation, and associated dynamical processes
in ESMs by providing global, high-resolution observations of in-cloud wind profiles and
cloud properties.

PSO 3.3: AI-Based Models

Improve AI-based weather forecasting models by providing unique observations as train-
ing and input data.

These objectives address Living Planet ChallengesAtmosphereA1, A2 andA4 as above.

4.1.2. Secondary Science Objectives (SSO)

The SSOs are structured around two important scientific goals:

• Bridging Observational Gaps in Polar Sea Ice and Snow for Climate Research

• Revealing What Satellite Altimetry Misses: Advancing Our Understanding of Ocean Sur-
face Current Dynamics

4.1.2.1. BridgingObservational Gaps in Polar Sea Ice andSnow for Climate Research

The science objectives under this goal are:

SSO 1.1: Sea Ice Coverage

Enhance the resolution of sea ice concentration retrievals and of the statistics of leads
(linear openings in the sea ice).
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SSO 1.2: Snow on Sea Ice

Characterise properties of snow on sea ice, i.e. distinguish new, fresh-fallen snow from
older, multi-layered snow, and estimate the depth of new snow.

These objectives address Living Planet Challenges Cryosphere C1 and C4 which focus
on:

C1: Regional and seasonal distribution of sea-ice mass and the coupling between sea ice, cli-
mate, marine ecosystems and biogeochemical cycling in the ocean; andC4: Effects of changes
in the cryosphere on the global oceanic and atmospheric circulation.

4.1.2.2. RevealingWhat Satellite AltimetryMisses: AdvancingOurUnderstanding ofOcean
Surface Current Dynamics

The science objectives under this goal are:

SSO 2.1: Non-Geostrophic Ocean Currents

Characterise the spatial and temporal evolution of non-geostrophic ocean currents, and
quantify their components that remain undetected by satellite altimetry (e.g., Ekman drift,
Near-Inertial Oscillations, Equatorial currents, and tidal currents).

SSO 2.2: Air-Sea Interaction

Explore the potential of WIVERN concurrent measurements of surface currents and wind
profiles to improve modelling and understanding of air-sea exchange processes.

These objectives address Living Planet Challenges Ocean O2, O3 and O4, which focus
on:

O2: Mesoscale and sub-mesoscale circulation and the role of the vertical ocean pump and its
impact on energy transport and biogeochemical cycles; O3: Response of the marine ecosys-
tem and associated ecosystem services to natural and anthropogenic changes; O4: Physical
and biogeochemical air–sea interaction processes on different spatiotemporal scales and their
fundamental role in weather and climate.

4.2. Mission Objectives

In response to the PSOs outlined above, the following PrimaryMissionObjective is proposed:

Page 61/141



ESA UNCLASSIFIED - For ESA Official Use Only

WIVERN Primary Mission Objective

To provide near-real-time measurements of the following geophysical parameters: a) Hor-
izontal Line of Sight (HLoS) winds, b) Vertical winds, c) Liquid Water Path (LWP), c) Ice
Water Content (IWC), d) Snowfall Rate (SR), and e) Rain Rate (RR). These quantities are
observed over an 800 km swath at a horizontal and vertical resolutions of 1 km and 600m,
with a quasi-daily revisit for each 20×20 km2 region up to ±80◦ latitude.

Figure 17: Traceability between WIVERN Primary Science Goals, Objectives, Mission Objec-
tive, and Requirements.

The mission objectives for the primary science goals and objectives, along with the mission
objectives and requirements, are presented in Figure 17.

The primary geophysical products measured by WIVERN are briefly defined below:

HLoS Wind (VHLoS): Horizontal wind along the horizontally-projected Line of sight (LoS) direc-
tion [m s−1];
Vertical Wind (w): Upward or downward motion of air in the atmosphere [m s−1];
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Liquid Water Path (LWP): Total amount of liquid water contained in the atmospheric column
[gm−2];
Rain Rate (RR): Precipitation rate from liquid hydrometeors (rain, drizzle) [mmh−1];
Ice Water Content (IWC): Mass of frozen hydrometeors (ice and snow) per unit volume of at-
mospheric air [gm−3];
Snowfall Rate (SR):Water-equivalent precipitation rate from frozen hydrometeors (snow, ice)
[mmh−1].

In response to the SSOs outlined above, the following Secondary Mission Objectives are pro-
posed:

WIVERN Secondary Mission Objective - Sea Ice and Snow

To provide: a) high-resolution (1 km) sea ice concentration, b) snow type (discrimination
of new, fresh-fallen and old, multi-layered snow), and c) snow depth of the new snow
(approximate saturation at 10 cm).

WIVERN Secondary Mission Objective - Ocean Current

To provide: a) Line-of-Sight surface current velocity, and b) 10m scatterometric surface
winds.

The mission objectives for the secondary science goals and objectives, along with the mis-
sion objectives and requirements, are presented in Figure 18. The secondary science goals
are identical to those for the PSOs, as the secondary data products do not drive the mission
requirements.
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Figure 18: Traceability between WIVERN Secondary Science Goals, Objectives, Mission Ob-
jective, and Requirements.
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5. DATA PRODUCTS

The WIVERN data products are summarized in Figure DAT-174 and detailed in table DAT-
104.

Figure DAT-174: WIVERN Level-0 to Level-2B products

WIVERN Level-0 to Level-2 products description

Level-0 Measurement data
Instrument source packet (ISP) data with:

• Unprocessed (raw) I and Q data per pulse (H and V) per range
gate

• Noise power measurement (H & V) for the radiometer mode
• Instrument housekeeping data
• Platform housekeeping/AOCS data

continued on next page...
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...continued from previous page

Level-1A Measurement data
• Unprocessed (raw) I and Q data per pulse (H and V) per range
gate

• Noise power measurement (H & V) for the radiometer mode
• Auxiliary data, including instrument and platform house-
keeping/AOCS data, geolocation and radiometric calibration
data, are appended but not applied, and when needed,
are processed, e.g., up-sampled to PRF. All data are time-
referenced.

continued on next page...
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...continued from previous page

Level-1B Measurement data
• Internally calibrated reflectivities (H & V channels, co-polar
and cross polar components)

• Internally calibrated polarimetric variables (ZDR, ρHV) and
LDR (when measured)

• Internally calibrated mean (e.g., 1 km-averaged) LoS Doppler
speed, corrected for satellite velocity and mis-pointing, using
the Level-1b Doppler calibration techniques described in sec-
tion 5.4.1.3 of the RfA.

• Calibrated brightness temperatures in H and V over both an
ITU protected frequency band within 100MHz (94.0-94.1GHz)
and a partially unprotected frequency band of 500MHz (that
includes the protected band of 100MHz). The calibration con-
sists in using the internal calibration data related to the radio-
metric mode (receiver gain and offset correction with two point
calibration). The calibration also includes antenna pattern
correction in order to derive the brightness temperature of the
observed scene from the overall antenna temperature (cor-
rection of the brightness temperature contribution integrated
over the antenna sidelobes). Each measured brightness tem-
perature over protected or partially unprotected bands have
time/frequency flag wrt presence of RFIs. RFIs are detected
via 3rd and 4th Stokes parameters (via the detection of an
anomalous amplitude) as a minimum, and any simple and
easy detection method TBD to implement (TBC).

• Calibrated 3rd and 4th Stokes parameters over both an ITU
protected frequency band within 100MHz (94.0-94.1GHz) and
a partially unprotected frequency band of 500MHz(that in-
cludes the protected band of 100MHz). Detection of RFI is
performed via the detection of an anomalous amplitude of the
Stokes parameters wrt a threshold.

Gridding, geolocation and formatting are performed at this stage on
the measurement data.

continued on next page...
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...continued from previous page

Level-2A Measurement data
• Externally calibrated reflectivities (ZHH and ZVV) after ghost
and gas attenuation correction

• Externally calibrated polarimetric variables (ZDR, PhiDP,
rhoHV

• Externally calibrated mean LoS Doppler speed using the
Level-2A Doppler calibration techniques described in section
5.4.1.3 of the RfA.

• Externally calibrated brightness temperature using ECMWF
model

• Gas attenuation profile
• Feature mask
• Hydrometeor Identification from reflectivities and polarimetric
information

Level-2B Wind Measurement data
• Calibrated LoS winds at measurement scale
• Calibrated HLoS winds at measurements scale corrected for
vertical air motion (determined from hydrometeor phase, ice
temperature and calibrated reflectivity)

• Calibrated HLoS winds at observation scale (1, 5 and 20 km
horizontal averages)

• Convective classification, stratiform vs. Convective precipita-
tion identifier

• Up and downdraft motion identifier

Level-2B Cloud and
precipitation

Measurement data
• IWC from reflectivity, temperature and brightness tempera-
ture

• LWP, from brightness temperatures at H and V and surface
reference technique path integrated attenuation

• Rain/Snowfall rates from attenuation of surface return and re-
flectivity profile

• Attenuation correction profile

continued on next page...
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...continued from previous page

Secondary Level-2B
Sea Ice and Snow • Sea ice Concentration

• Surface Snow Type (discrimination of new snow and multi-
layer (old) snow)

• Snow Depth of the new Snow

Secondary Level-2B
Ocean • Line-of-Sight Surface Current Velocity

• 10 m Scatterometric Surface Wind
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6. MISSION REQUIREMENTS

6.1. Observation (Level 2) Requirements

6.1.1. Level 2B Wind Products

Doppler velocities should be estimated using the “pulse pair” technique by measuring the phase
shift between the returns from successive transmitted pulses. From space at 94GHz (3.2mm),
the phase shift reaches 180º for a target movement of 800 µm. So, to achieve a folding velocity
of ± 40 m/s, a pulse separation of 20 µs (or 3 km slant range) is needed. To achieve this,
the “polarisation diversity pulse pair” (PDPP) technique could be implemented whereby the two
pulses (separated by a default 20 µs (TBC)) are labelled H and V. Provided that the H and V
pulses are transmitted, backscattered and received independently, the phase shift from the two
pulses can be measured (Wolde et al., 2019).

Two distinct WIVERN Doppler products are envisaged:

a) HLoS winds (the horizontal component of the Line of Sight (LoS) winds) that are rep-
resentative of the large-scale flow over horizontal distances of 20km or more and are
therefore candidates for data assimilation.

b) Transient convectivemotions which are detected by changes in the LoSDoppler shift on
the scale of 1 km. The aim is to identify convective regions by the level of these changes at
the km scale as opposed to stratiform regions where the km-to-km LoS Doppler changes
are much lower. For convective regions, these km-to-km LoS changes will be expressed
in terms of the statistics of the frequency, and magnitude of convective motions. These
statistics can then be used to validate the new generation of climate and NWP models
that now explicitly represent convection. So far, the convective motions have not been
resolved in climate andNWPmodels, but the effect of convection has been parameterised.

6.1.1.1. HLoS winds corrected for mis-pointing at the observation scale (Level 2B)

In “stratiform” regions, (i.e. areas without vertical motions exceeding 1 m/s), in-cloud LoS wind
measurements are directly related to the HLoS wind, i.e. the horizontal wind along the horizon-
tally projected
LoS direction, which is representative of the large scale horizontal winds that are assimilated in
NWPs. To ensure the accuracy and representativeness of these HLoS winds for DA, a horizon-
tal averaging scale of 20 km has been selected. This scale is consistent with the resolution of
global NWP models and allows sufficient signal averaging to reduce retrieval uncertainty.
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OBS-36 Random error L2B HLoS winds
The random error of the Level-2B HLoS velocity estimates shall be less than 2.6 m/s over a
20km integration distance for radar targets with reflectivities higher than -15dBZ (Threshold)
/ -21dBZ (Goal).

Note: integration distance of 20 km implies that a sufficient number of pulse pairs are trans-
mitted over this integration length as function of peak power and PRF.
Confidence Level : 1-sigma
Satisfied by : OBS-142
Satisfies : Primary Mission Objectives

OBS-37 Systematic error L2B HLoS winds
The systematic error of the Level-2B HLoS velocity estimates shall be less than 1 m/s
(Threshold) an ideally below 0.5 m/s (Goal).
Confidence Level : 1-sigma
Satisfied by : OBS-143
Satisfies : Primary Mission Objectives

6.1.1.2. Vertical winds

WIVERN will measure winds at a native horizontal resolution of 1 km. At high SNR (SNR > 10
dB), the noise in WIVERN Doppler measurements will be substantially reduced even at 1 km
integration distance (see 6.3). This enables the detection of vertical motions associated with
strong convection, which induce LoS velocity changes over kilometre-scale distances that are
distinguishable from larger-scale wind variability. Accordingly, the vertical wind requirement is
defined as follows:

OBS-193 Random error L2B vertical winds
The random error of Level-2B vertical wind estimates shall be less than 5 m/s (Threshold) / 3
m/s (Goal) over a 1 km integration length, for echoes with reflectivities greater than -10 dBZ.
Confidence Level : 1-sigma
Satisfies : Primary Mission Objectives

OBS-194 Systematic error L2B vertical winds
The systematic error of Level-2B vertical wind estimates shall be less than 1 m/s (Threshold)
and ideally below 0.5 m/s (Goal).
Confidence Level : 1-sigma
Satisfies : Primary Mission Objectives

6.1.2. Level 2B Cloud and precipitation products

Page 71/141



ESA UNCLASSIFIED - For ESA Official Use Only

6.1.2.1. Ice water content (IWC)

For IWC, the WMO has defined observational requirements for uncertainties of 20% (Goal),
and 100% (Threshold), over horizontal resolutions of 5, 15, and 50 km, and time intervals of 1,
3, and 12 hours, respectively (World Meteorological Organization, 2016).

Extensive aircraft imagery of ice particles (Hogan and Illingworth, 2006) and theoretical stud-
ies carried out in support of the EarthCARE mission (Mason et al., 2023) have demonstrated
that IWC retrieved from W-band radar reflectivities has a root mean square (RMS) error of ap-
proximately +110%/-70%. The uncertainty varies with IWC magnitude, with the lowest errors
occurring for IWC values around 0.1 g/m3(Protat et al., 2007).

Due to the WIVERN sensitivity, only ice clouds with IWC greater than 10-2 g/m3 are expected
to be detected.
These clouds represent the vast majority (> 95%) of the total ice mass present in the atmo-
sphere. WIVERN measurements will be noisy at 1 km, thus averaging will be needed to reduce
the noise; a 5 km integration is set as a baseline for the IWC requirement.

OBS-10 Random error L2B IWC
At a horizontal scale of 5 km, the random error of the Level-2B IWC, shall be lower than a
factor of 2 (+100%, -50%) (Threshold) / 1.5 (+50%, -33%) (Goal) for IWC exceeding 10-2

g/m3.
Satisfied by : OBS-149

OBS-154
Satisfies : Primary Mission Objectives

OBS-11 Systematic error L2B IWC
At a horizontal scale of 5 km, the systematic error of the Level-2B IWC, shall be lower than
30% (Threshold) / 15% (Goal) for IWC exceeding 10-2 g/m3.
Satisfied by : OBS-149

OBS-154
Satisfies : Primary Mission Objectives

6.1.2.2. Liquid water path (LWP)

TheWMO has defined observational requirements for LWP uncertainties of 10 g/m2 (Goal), and
50 g/m2

(Threshold), over horizontal resolutions of 5, 15, and 50 km, and time intervals of 1, 3, and 12
hours,
respectively.
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OBS-15 Random error L2B LWP
At a horizontal scale of 2 km, the random error of the Level-2B LWP over ocean shall be less
than 40 g/m2 or 40% (Threshold) / 20 g/m2 (Goal), whichever is larger.
Satisfied by : OBS-149

OBS-154
Satisfies : Primary Mission Objectives

OBS-16 Systematic error L2B LWP

At a horizontal scale of 2 km, the systematic error of the Level-2B shall be lower than 40 g/m2

(Threshold) / 20 g/m2 (Goal).
Satisfied by : OBS-149

OBS-154
Satisfies : Primary Mission Objectives

6.1.2.3. Precipitation rates

Regarding surface Rain Rate, the WMO global NWP requirements are very ambitious with
respect to
the current space-borne observing capabilities, with threshold/breakthrough/goal values of 1,
0.2, and
0.1 mm/h rates, at horizontal scales of 50, 15, and 5 km, and temporal resolutions of 12, 3, and
1 hours,
respectively (World Meteorological Organization, 2016)

Experience from previous missions (e.g., CloudSat and GPM) has demonstrated that, due to
the spatial and temporal variability of cloud and precipitation fields, improvements in the GCOS
precipitation records can only be achieved through a multi-source, synergistic approach. This
approach combines GEO, LEO, and ground-based observations, each contributing to specific
precipitation regimes (Hayden and Liu, 2018). The recipitation product from the Integrated
Multi-satellitE Retrievals for GPM (IMERG) represents a compelling example of how to exploit
the GCOS, producing global precipitation at 0.1° x 0.1° with 30-minute resolution (Huffman
et al., 2020).

The envisaged role for WIVERN is to:

(a) Provide a reference for cross-calibrating other observing systems (e.g., passive Mi-
croWave (MW) radiometers, infrared radiometers), using theWIVERN Level-2B products;

(b) Produce cloud and (light to medium) precipitation datasets for verification of NWP
models through the exploitation of Level-3 products.

Regarding Snow Rate, the CloudSat CPR was commonly considered the best calibrator of
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snowfall within the passive MW radiometer constellation (Mroz et al., 2023), with the Earth-
CARE CPR now extending the CloudSat heritage. Similarly, the GPM Dual-frequency Precipi-
tation Radar (DPR) is the accepted benchmark for the entire GPM constellation for rainfall rates
between 0.5 and 10 mm/h (Skofronick-Jackson et al., 2018). WIVERN will generate snowfall
products of comparable quality to CloudSat CPR and serve as a reference for light-to-moderate
oceanic rainfall rates ranging from 0.02 to 2 mm/h (Berget al., 2010).

The only viable method for establishing verifiable criteria for instantaneous precipitation prod-
ucts is to rely
on ground-based radar networks (e.g., the OPERAEuropean network) as the reference for eval-
uating coincident satellite and ground-based observations. To account for potential geoloca-
tion discrepancies and temporal variations, the requirements are defined for spatially averaged
quantities. Accordingly, the precipitation products requirements are defined as follows:

OBS-20 Random error L2B rain rates

Averaged over 5 x 5 km2, the random error of the Level-2B rain rates shall increase from
50% (Threshold) / 30% (Goal) at light rain (0.02 mm/h) to 100% (Threshold) / 50% (Goal) for
moderate rain (2 mm/h).
Satisfied by : OBS-149

OBS-154
Satisfies : Primary Mission Objectives

OBS-21 Systematic error L2B rain rates

Averaged over 5 x 5 km2, the systematic error of the Level-2B rain rates shall be less than
30% (Threshold) / 15% (Goal).
Satisfied by : OBS-149

OBS-154
Satisfies : Primary Mission Objectives

OBS-179 Random error L2B snow rates

Averaged over 5 x 5 km2, the random error of the Level-2B snow rates shall be lower than a
factor of 2 (Threshold) / 1.5 (Goal), for rates exceeding 0.1 mm/h (melted equivalent).
Satisfied by : OBS-149

OBS-154
Satisfies : Primary Mission Objectives

OBS-180 Systematic error L2B snow rates

Averaged over 5 x 5 km2, the systematic error of the Level-2B snow rates shall be lower than
30% (Treshold) / 15% (Goal), for rates exceeding 0.1 mm/h (melted equivalent).

Page 74/141



ESA UNCLASSIFIED - For ESA Official Use Only

Satisfied by : OBS-149
OBS-154

Satisfies : Primary Mission Objectives

6.1.3. Secondary Data Products Observation Requirements

The secondary data products observation requirements do not drive the mission requirements.
Instead, they rely on the requirements already established for the primary products. WIVERN
will provide two sets of secondary products. Although secondary, these products are expected
to achieve an accuracy closely following the requirements outlined by the WMO.

6.1.3.1. Sea Ice and Snow Products Requirements

The WMO GCOS requirements for Sea Ice Concentration (SIC) and snow depth on sea ice are
summarised in Table Table OBS-227 and Table OBS-252 respectively. Note that the snow type
is not an Essential Climate Variable yet, as it has never been a retrieved variable till now. Also,
note that WIVERN is mainly sensitive to snow depth of new, fresh-fallen snow while the GCOS
requirements are for snow depth independent of snow type.

OBS-204 Sea Ice Concentration
WMO GCOS requirements for Sea Ice Concentration (SIC) are shown in table OBS-227
below (WMO et al., 2022).

Table OBS-227: Requirements for SIC
SIC
Uncertainty

Horizontal
Resolution

Temporal
Resolution

Goal 5% 1 km < 1 day

Breakthrough N/A 5-25 km 1-7 days

Threshold 10% 1 km 30 days

OBS-228 Snow Depth
WMO GCOS requirements for Snow Depth are shown in table OBS-252 below (WMO et al.,
2022).
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Table OBS-252: Requirements for Snow Depth

Snow Depth
Uncertainty

Horizontal
Resolution

Temporal
Resolution

Goal 1 cm 1 km 1 day

Breakthrough 5 cm 25 km 7-30 days

Threshold 10 cm 1 km 30 days

6.1.3.2. Ocean Surface Current Products Requirements

TheWMOGCOS requirements for ocean surface current observations, as specified in Require-
ment #508 of the OSCAR, are summarised in Table OBS-256, along with the requirements for
WIVERN HLoS current velocity, in three different pointing knowledge scenarios.

There are currently no requirements set for the scatterometric 10 m wind product, as consider-
able work remains before any firm commitments can be made. Establishing these requirements
will necessitate a sufficiently large dataset encompassing a variety of environmental conditions.
This assessment will need to be conducted prior to launch.

OBS-350

WMO requirements for TSCV are shown in Table OBS-256 below.

Table OBS-256: WMO requirements for ocean Total Surface Current Vector (TSCV), based on
World Meteorological Organization (2016), Requirement #508.

HLoS Current
Velocity
Uncertainty

Horizontal
Resolution

Temporal
Resolution

Goal 10 cm/s 50 km 24 h

Threshold 50 cm/s 1000 km 6 days

6.1.4. Level 2A products

6.1.4.1. Hydrometer ID and feature mask

Methods of distinguishing clouds and other hydrometeors from radar noise and surface clutter
shall be based on the algorithms developed by Marchand et al., 2017 for CloudSat and by
Kollias et al., 2023 for EarthCARE.
For WIVERN, the additional doppler velocity information should be used to distinguish rain from
ice-cloud and to identify whether the ice is in the form of small crystal, or larger aggregates.
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6.1.4.2. LoS Doppler at the measurement scale (Level 2A)

LoSDoppler at measurement scale of 1km in the LoS direction (TBC), is corrected using satellite
pointing information for any mis-pointing due to, for example, TED. This shall be provided in
the Level 2A Doppler product, which will be used to characterise HLoS winds and transient
convective motions mentioned above.

In areas identified as stratiform, the calibrated LoS wind will be horizontally projected (HLoS)
and corrected for the vertical motion contribution determined from the hydrometeor phase (solid,
melting, liquid) and dependent on the temperature and calibrated reflectivity.

In areas identified as convective, the calibrated LoS winds will be used to characterise con-
vective motions under the assumption that the HLoS winds change smoothly from the adjacent
stratiform areas.

Proper procedures to identify stratiform and convective regions need to be defined during the
SciReC studies.

OBS-142 Random error L2A LoS winds
The random error of the Level 2A LoS winds shall be less than 2.4 m/s times the sine of the
LoS incidence angle for an integration distance of 20km for a radar target averaging -15dBZ
(Threshold) / -18dBZ (Breakthrough) / -21dBZ (Goal) assuming no atmospheric attenuation
and assuming a dielectric factor |Kw|2 for the radar targets of 0.75 (water at 10 oC at 94 GHz)
(Tanelli et al., 2008).

Note 1: pointing contributions with frequency content at satellite level higher than the split
frequency of 1e-5Hz (i.e. corresponding to 1 day period) are to be considered as part of the
random contribution.
Confidence Level : 1-sigma
Satisfied by : MSR-14
Satisfies : OBS-36

OBS-143 Systematic error L2A LoS winds
The systematic error of the Level 2A LoS winds shall be less than 0.5 m/s (Goal) / 1 m/s
(Threshold) times the sine of the LoS incidence angle for an integration distance of 20km.

Note 1: this assumes that non-geophysical contributions to the systematic error are corrected
with external geophysical calibration techniques.
Note 2: pointing contributions with frequency content at satellite level lower than the split
frequency of 1e-5Hz (i.e. corresponding to 1 day period) are to be considered as part of the
systematic contribution.
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Confidence Level : 1-sigma
Satisfied by : MSR-15
Satisfies :

OBS-37

6.1.4.3. Calibrated reflectivities (Level 2A)

ECWMFhave shown that for CloudSat comparisons of observed reflectivity profiles over several
orbits with the forwardmodelled values of reflectivity from the IFS can provide relative calibration
better than 1dB. This approach also has the advantage that any malfunction of the radar can
be detected with a few hours of its occurrence and the cause investigated.

Absolute calibration is more challenging. CloudSat and EarthCARE use the cross section of the
Ocean surface at incidence angle of about 10 degrees, but these are not available for WIVERN.
Real time comparisons with climatology and intercalibration with non-scanning or cross-track
scanning W-band systems envisaged for the WIVERN era will be considered. This is being
currently investigated by SciReC (Battaglia et al., 2022)).

OBS-149 L2A Reflectivity accuracy

Reflectivities after absolute calibration shall be known with an accuracy less than 1dB.
Satisfied by : MSR-6

MSR-99
Satisfies : OBS-10

OBS-11
OBS-15
OBS-16
OBS-20
OBS-21
OBS-179
OBS-180
MSR-2

6.1.4.4. Calibrated polarimetric variables (Level 2A)

Calibrated polarimetric variables per channel are as reported in the Level 1B product, ZDR, ΦDP ,
ρHV and LDR if this variable is implemented. The accuracy of these variables is independent
of the absolute calibration and will depend upon the SNR and the number of samples.

OBS-146 ZDR accuracy

ZDR after absolute calibration shall be known with an accuracy less than 0.5dB.
Satisfies :
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6.1.4.5. Calibrated brightness temperatures (Level 2A)

OBS-154 Brightness temperature accuracy
The brightness temperature shall be calibrated using ECMWF operational forecast model for
cloud free scenes over the ocean with an accuracy less than 2K (G) / 5K (T).
Justification : The protected ITU band is 94.0-94.1GHz. Goal accuracy is justified

by the use of 500MHz bandwidth, depending on presence of RFI
sources. The impact of RFI sources on the radiometer functionality
has been assessed with the conclusion that it is limited to local
effects.

Satisfied by : MSR-52
MSR-53

Satisfies : OBS-10
OBS-11
OBS-15
OBS-16
OBS-20
OBS-21
OBS-179
OBS-180

6.1.4.6. Gas Attenuation Profile

The gas attenuation profile at 94GHz will be derived with an accuracy of 0.5dB from the profiles
or temperature, pressure and humidity held in the ECMWF operational analysis. This is well
established from CloudSat and EarthCARE heritage (Kollias et al., 2023).

6.1.5. Dynamic and measurement range

An analysis of Aeolus winds (Mike Rennie ECMWF) indicates that to cover the range of wind
speeds encountered in the troposphere, WIVERN shall be capable of delivering HLoS wind
speeds over the range 0 to ± 150 m/s. (TBC) equivalent to ± 100m/s LoS.

The Doppler radar should be able to provide unambiguous LoS winds up to at least ± 40 m/s.
In case of folding above 40 m/s, a maximum of one-fold would be expected for a range of ± 120
m/s LoS. There are several decades of experience in unfolding single folds from ground-based
scanning radars and the algorithms are well established and reliable. LoS Doppler unfolding
could be easy to recognise as sudden jumps in LoS Doppler, e.g. a 100 m/s wind with Nyquist
± 40 m/s, would read as + 20 m/s, which is a 80 m/s jump from one range gate to the next one.
This will be studied in Phase 0 by the science teams.
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OBS-42 Reflectivity measurement range

Reflectivities shall be retrieved between -30dBZ and +30dBZ.
Satisfied by : MSR-101

OBS-43 HLoS winds dynamic range

The dynamic range of the Level 2B HLoS wind product shall be ± 150m/s.
Satisfied by : MSR-103

OBS-44 Brightness temperature dynamic range

The brightness temperature Tb shall be retrieved between 40K to 340K.
Satisfied by : MSR-102
Satisfies :

6.1.6. Spatial Error Correlation

No spatially correlated errors either in the vertical or horizontal arising from the instrument de-
sign are anticipated at this stage. They may become apparent after launch. For data assimi-
lation in NWP, correlated observation errors are detrimental (if not accounted) for in the data
assimilation observation error covariance matrix. The following requirement is based on the
current definition for Aeolus-2.

OBS-49 HLoS winds spatial correlation
The HLoS wind error spatial correlation shall have an absolute value < 0.1 for a distance of
100km horizontally and 1km vertically (TBC).
Justification : Following the approach of DWL/Aeolus-2 EURD requirement

6.1.7. Probability of gross errors

Based on experience of using 94GHz radar data from CloudSat for 14 years, and many years
of operational ground-based Doppler weather radars and wind profilers, spurious signals giving
gross errors in reflectivity and Doppler estimates are very rare. Individual gates can be affected
by aircraft or flocks of birds. Such echoes occur can be removed by speckle filters. More
widespread low level Z echoes can be caused by insects.

OBS-138 Probability of gross errors
The probability of gross errors shall be less than 5% within a wind speed range of 6 times the
random error requirement. Outside this wind speed range the gross error shall be 0% (TBC).

Note: Gross errors are usually localised and due to returns from aircraft or migrating birds,
a flexible “speckle” filter can be used to reject them at Level 2B.
Justification : Following the approach of DWL/Aeolus-2 EURD requirement

Page 80/141



ESA UNCLASSIFIED - For ESA Official Use Only

6.2. Geometry and Temporal Requirements

In this section the geometry and temporal mission requirements are described, including the
target observables, the required spatial and temporal sampling, spatial and temporal coverage,
observational dataset length, data timeliness, and geolocation knowledge accuracy.

In order to obtain in-cloud horizontal wind components, the optimal WIVERN instrument view
angle, satellite altitude and observation concept shall be studied and optimized to ensure that
the mission meet the geographical coverage, vertical and horizontal sampling, revisit and Level
2 observation requirements which are discussed in the sections and chapters below.

6.2.1. Measurement technique

MIS-6 Measurement technique
The measurement technique shall allow the instrument to deliver range resolved Doppler and
reflectivity profiles with H and V polarisation channels, and the receiver background noise
level.

6.2.2. Viewing geometry

In order to provide NWPmodels with wind information characterizing both zonal and meridional
parts of the wind component, different parts of the in-cloud wind velocity component should
be sampled. Simultaneous multi-angle sampling is not needed for this, and hence a conically
scanning line-of-sight observing system would be a suitable option. Such an option would also
address the need for global observations with frequent revisit time.

MIS-10 Conically scanning geometry
The observation concept shall allow sampling of range resolved in-cloud Doppler radar re-
flectivity and brightness temperature from different viewing angles from a conically scanning
radar antenna with respect to the Earth geodetic reference frame WGS 84.

An illustration of the WIVERN view geometry concept described in Illingworth et al. (2018) is
shown in Figure MIS-85.
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FigureMIS-85: WIVERN viewing geometry, antenna pattern, and schematic for a 3.3 µs (500m
line of sight resolution) pulse, from Battaglia et al. (2022).

Note that accurate pointing knowledge of the radar boresight in azimuth and elevation will be
needed to compensate for the Doppler shift introduced by the satellite motion sensed by the
rotating antenna. This correction is vital for accurate Doppler observations. Monitoring of the
range to the sea surface as the antenna rotates could be useful for monitoring any changes in
elevation pointing. Simultaneous multi-angle observations, providing vector wind information
for each measurement, are not needed

Note that from space the conventional Pulse Pair Doppler technique will have limited applica-
bility because of the rapid decorrelation of the targets, so alternative methods should be sought
after, such as “Polarisation Diversity Pulse Pair” with two closely spaced pulses polarised H
and V (Pazmany et al., 1999).

Further note that the radar should be able to transmit pulse pairs with either H-V or V-H polari-
sation and to transmit single pulses polarised either H or V with reception in both H and V. This
would enable to measure and characterize the strength of the depolarization ratio for the differ-
ent targets (hydrometeors, surface), which is critical in the generation of ghost echoes.

Note that the use of circular polarisation has been considered. It could potentially lead to a sim-
plification of the payload (i.e. use of circulizer and re-use of an existing rotary joint). However,
it has significant scientific drawbacks among which an increased level of ghosts in the data as
well as a poor performance on the secondary priority products (LWP, Rain rates, etc.).
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The viewing geometry in Fig MIS-85 shows that the vertical resolution (640m) is dominated
by the beamwidth of the radar pulse, so increasing the resolution along the slant path of the
radar pulse per se has a minimal effect in improving the vertical resolution. However, if more
independent samples of radar reflectivity (Z) were available then both the sensitivity of the
reflectivity estimate and its precision of the fluctuating signal would both be improved. This could
be achieved either by transmitting a longer chirped pulse and compressing it, or transmitting
several pulses but hopped in frequency.

MIS-107 Use of pulse compression
The use of pulse compression or pulses hopped in frequency to obtain more independent
samples of reflectivity shall be examined.

6.2.3. Horizontal and vertical coverage and sampling

6.2.3.1. Horizontal domain and coverage

The satellite instrument shall be able to sample the whole globe, and the coverage in the polar
areas should be maximized as far as possible up to at least 85 degrees (threshold, TBC). Due
to the small field of view (FOV) of the Doppler radar (~1 km footprint on-ground), this quasi
global coverage would for example be achievable within 1 to 2 days with a conically scanning
concept. An assessment suggests that an observation swath width of at least 800 km would be
needed, and as reported in World Meteorological Organization (2016).

It was also shown in Ikuta et al. (2021a) that the assimilation of dual frequency precipitation radar
reflectivity profiles leads to positive impact with a swath width of 245 km (GPM). Therefore, a
larger impact is expected from a sample swath width of 800 km.

MIS-16 Horizonthal domain
The horizontal domain to be covered by the measurements shall be global, with a threshold
requirement to cover the Earth up to at least 85 degrees latitude (TBC).

Note: 800km sample swath is the baseline, but a study of the optimal swath width from the
NWP point of view should be undertaken and should consider the number and precision of
the winds obtainable when there are changes in the orbit height and the elevation angle of the
conically scanning antenna. These changes will affect the radar beamwidth and the permitted
range of the radar pulse repetition rate which will in turn affect the vertical resolution and the
signal-to-noise ratio at the greater ranges.

6.2.3.2. Horizontal product resolution

The horizontal product resolutions refer to the horizontal size of the Level 2 observations, as
referenced to WGS84. The observation resolution requirements are as specified below.
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MIS-115 L2A horizonthal resolution
The horizontal Level 2A cloud microphysical and brightness temperature products resolution
shall be not greater than 1 km along the track of the radar footprint.

Requirement previously called OBS-184

MIS-116 L2B along track resolution
The along track resolution of the Level 2B HLOS wind speed product shall be not greater
than 1 km.

Requirement previously called OBS-185

Note that the product list and definition are provided in Section 5.

6.2.3.3. Instrument horizontal sampling of target reflectivities

The instrument horizontal sampling shall be the smallest horizontal sampling of the Earth’s
clouds possible with the instrument, and hence should be on the scale of each pulse pair for
the WIVERN instrument concept. In order to ensure maximum flexibility of the on-ground data
processing, the I and Q data shall hence be available on-ground per pulse pair.

The minimum number of I and Q samples at the horizonthal sampling is not directly constrained
but it shall be derived from the performance requirements (e.g. noise in doppler wind esti-
mate).

6.2.3.4. Vertical domain

The vertical domain shall include the vertical atmospheric extent from the ground, including
the atmospheric targets that shall be sampled to provide the Level 1 and Level 2 products.
WIVERN aims at providing in-cloud winds from ice and liquid hydrometeors in the troposphere.
The Earth troposphere ranges from the ground up to about 10 km in polar winter conditions
and up to 20 km in the tropics (Stephens et al., 2018). The upper limit of 20 km covers cirrus
(Heymsfield et al., 2017) and deep convection clouds in the tropics (Gettelman et al., 2002).
Both will be detectable by 94 GHz radar. The WIVERN mission shall provide products in this
vertical domain.
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MIS-34 Vertical atmospheric domain
The vertical atmospheric domain to be sampled with the radar shall be from -5 km (i.e. below
the Earth surface (geoid) to sample subsurface ghosts) and

• up to 20 km altitude above the Earth surface (geoid) for the latitude range between
50deg South and 50deg North and

• up to 10 km altitude above the Earth surface (geoid) for the latitude range above 50deg
North and below 50deg South.

Note 1: To accommodate deep tropical clouds the design should include the possibility of
using lower PRFs.
Note 2: For CloudSat and EarthCARE, the surface clutter is close to the surface which affects
data quality up to ~1km altitude. WIVERN points off-nadir, so the surface clutter is expected
to be significantly reduced and the depth of the blind zone close to the surface reduced.
Studies are underway in SciRec to address this issue.

6.2.3.5. Vertical product resolution

The vertical product resolutions refer to the vertical separation of the Level 2 observations,
as referenced to the Earth-centric coordination system at the Earth surface. The observation
resolution requirements are as specified below

The mean tropospheric vertical wind shear is ~5 m/s per km and higher in regions of disturbed
weather (Houchi et al., 2010). To resolve such shear, the vertical resolution must be better than
1 km. HLOS wind shear in the ECMWF operational Integrated Forecasting System (IFS) model
is frequently 20-30 m/s per km in and around frontal systems. In 2030, the vertical model grid
resolution will be around 200-300 m, and higher in the 2030s. Therefore, a vertical resolution
down to 100 m would be desirable for the WIVERN L2 HLOS product. WIVERN points off-nadir,
so, it is more convenient to specify the slant path resolution, which can then be converted to
a vertical resolution. If the slant path range resolution is refined, it may be possible to better
resolve the detail of the wind profile when there is a high shear.

MIS-119 L2 slant range resolution
The slant path range resolution of the Level 2 geophysical products shall be not greater than
750 m (threshold), 500 m (breakthrough), 100 m (goal).

6.2.3.6. Slant Path Instrument Sampling

In order to ensure the data quality, the slant path profiles shall be oversampled in range by a
factor of three.
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MIS-94 Oversampling slant range

Along the slant path the signal shall be oversampled by a factor of three.

6.2.4. Temporal Coverage and Sampling

6.2.4.1. Number of global observations per day

Analysis of the cloud climatology from CloudSat in the EE11 proposal [RD-1] showed that if
accurate Doppler can be obtained for 20km horizontal averaging along the instrument mea-
surement track for targets > -15 dBZ, then over one million in-cloud winds per day should be
retrieved. Further analysis is required to assess the characteristic, amount and typical errors at
the different heights in the different latitudinal bands.

WIVERN aims at measuring atmospheric winds at a scale of 1 to 20 km. As a scientific expec-
tation, WIVERN will provide more than 1,000,000 in-cloud wind observations per day at 20km
scale.

6.2.4.2. Geographical revisit time

The global revisit time is the time between two measurements by the instrument at the exact
same atmospheric geolocation. An exact geographical revisit on a short time scale can only be
achieved by geostationary systems or by polar orbiting platforms with a wide instrument swath,
with a faster revisit at high latitudes. For polar orbiting platforms, a certain swath is also needed
to fully cover the poles. It is noted that for global NWP model applications, the total number of
geographically well distributed observations (across the globe) per day is more important than
an exact revisit over a specific geographical location. To achieve this, a polar orbiting satellites
with a suitable swath width is required.

For winds derived from clouds and precipitation by satellite remote sensing, NWP users’ needs
are expressed in a temporal and geographical coverage in terms of observation density per
unit time and do not require instrument revisit at the exact location within a certain number
of hours or days. Thus, any revisit required for WIVERN is not a requirement for exactly the
same ground location. Also, there is no requirement for the satellite ground track to overfly a
specific ground station as the global coverage ensures opportunities for vicarious calibration
and validation.

MIS-81 Mean revisit time

The mean revisit time for a sample box of 20 X 20 km2 at an altitude of 12km in the [-85º, -50°]
and [50º, 85°] latitude bands shall be less than or equal to 1.1 days, and between [-50º,50]
latitude shall be less than or equal to 1.6 days.
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Note 1: mean revisit refers to the longitude-averaged time-averaged values
Note 2: average in time shall be done at least over one orbit repeat cycle
Justification : This is estimated to fulfil the NWP coverage needs.

MIS-99 Maximum revisit time

The maximum revisit time for a sample box of 20 X 20 km2 at an altitude of 12km shall be
globally less than or equal to 6 days.

Note 1: maximum revisit refers to the longitude-maximum time-maximum values

MIS-100 Swath sampling
The maximum closest distance between any random point within the swath and the cycloid
track of the radar footprint shall be smaller than 20km.
Note: This requirement drives the radar antenna rotation speed such that the sampling on
ground within the swath is dense enough to ensure a sufficient number of wind measure-
ments.

MIS-109 Cycloidal track stability
The track of the radar footprint shall not deviate, at any point over the orbit, by more than
10km (TBC) with respect to the reference cycloid track.

Note 1: the frozen orbit condition and no pointing errors shall be considered to compute the
reference cycloid track.
Justification : This requirement is introduced to control the ”wobble” of the radar

footprint with respect to the reference and shall take into account
both orbit and attitude control.

6.2.4.3. Orbit prediction and control accuracy

The ground track shall be predicted on a daily basis by the satellite Flight Observation Segment
(FOS). The predictions will be used to plan correlated CAL/VAL observations, and possibly also
for instrument calibration using auxiliary data (TBC).

MIS-59 Orbit prediction accuracy
The accuracy of the orbit prediction shall be ± TBC km in the across-track direction over a
time period of TBC.
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MIS-108 Orbit altitude control accuracy
The orbital altitude shall be controlled within a range of ±5 km (TBC) with respect to the
reference altitude at each latitude.
Note 1: the frozen orbit condition shall be considered to compute the reference altitude at
each latitude.
Justification : The deadband on the altitude is needed to keep stable the

instrument sensitivity as well as to limit the frequency of the orbit
control manoeuvres (ideally to be on the order of one per month).
Preferably, the orbit control manoeuvres should be done over
regions ”empty” part of the Pacific.

6.2.4.4. Equatorial crossing time

The choice of the equatorial crossing time is crucial to the success of the WIVERN mission and
involves many competing and at times incompatible criteria.
Concerning wind observations, the current lack of direct in-cloud wind observations globally
means that sampling during any time of the day will be useful. The distribution of clouds is,
however, not equal during the day, with more stratiform cloud distribution especially at lower
layers during night and morning hours, and more convective clouds in the late morning until the
late afternoon. For the observation of unambiguous winds within stratiform clouds, a dawn-dusk
orbit would be preferred. For the capturing of cloud convection, an afternoon orbit (e.g.14:00h)
may be preferred but at the penalty of potentially too strong attenuation of the radar signal
inside of strongly convective clouds. Analysis of the GMI 166GHz channel suggests maximum
ice cloud in the tropics occurs at ~ 04:00h over the ocean and 17:00h over land .

Concerning possible collocated observations with other relevant satellite missions in the 2030
timeframe, it is noted that the polar orbitingmeteorological satellites such asMetOp-SG fly in the
late morning and at around 800 km altitude, whereas aerosol and cloud missions fly typically
in the afternoon (also usually between 700 and 800 km altitude). MetOp and the Ice Cloud
Imager (ICI) fly at 09:30h, but the ICI channels are mostly above 90 GHz so it detects thin high
cloud that may be undetectable by WIVERN. Also, the 30 km footprint is much larger than the
1km WIVERN footprint. Synergy with the Copernicus imaging microwave radiometer (CIMR)
at a higher orbit with a large antenna operating up to 36.5 GHz for clouds and precipitation
products, and for near-surface winds has been considered. The number of coincident looks is
high, especially at higher latitudes, but the footprint size again is larger than the 1km WIVERN
footprint.

The candidate Doppler Wind Lidars (DWL)/Aeolus-2 meteorological mission would fly at 18:00h
LTAN. The clear air winds from DWL/Aeolus-2 complement the WIVERN in-cloud winds for im-
proving NWPs. This orbit also has the advantage that it should minimise Thermo Elastic De-
formation (TED) stresses on the WIVERN antenna and thus reduce any problems with pointing
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accuracy degrading the precision of the WIVERN in-cloud winds. So, at present, this is the pre-
ferred compromise. It would be important forWIVERN to fly during a local time whichmaximizes
product quality and at the same time fill gaps in current satellite wind coverage.

MIS-65 Local time of ascending node

The WIVERN local time of the ascending node (LTAN) shall be 18:00h.

Note: Further studies of the optimum equator time are needed in the frame of SciReC, par-
ticularly to consider the combination of Aeolus-2 and WIVERN for the impact on NWP when
compared with the timing of other satellites that are having a positive impact on NWP.

6.2.5. Data latency

The WIVERN Level 2 data products are envisaged to be used in global operational NWP mod-
els. In the 2031 timeframe, NWPmodels, both on regional and global scale, will have the ability
to continuously ingest observations independent of the observation cycles, which currently are
typically 3 hours in global NWP. To enable operational NWP centres to assimilate the WIVERN
data, it is crucial that the data be made available in near real time (i.e. <3 hours). Furthermore,
this allows for fast feedback regarding data quality issues detected by the NWP centres who will
be monitoring the radar performance by comparisons with NWP predicted values. Therefore,
the measurements shall be made continuously. No special modes of operation are required for
calibration.

MIS-103 End-to-end latency of L1 data
The end-to-end latency (from the time of sensing to the availability to users) of the Level 1
data shall be less than 150 min for 95% of the data products.

MIS-104 End-to-end latency of L2 data
The end-to-end latency (from the time of sensing to the availability to users) of the Level 2
data shall be less than 180 min for 95% of the data products.

MIS-71 Measurement duty cycle

The scientific measurements shall be made continuously.

Note: Temporary interruptions for external calibration and Orbit Control Manoeuvres / Colli-
sion Avoidance Manoeuvres are allowed as long as these are compliant with the availability
requirement.

6.2.6. Length of observational dataset

The required mission lifetime shall be at least 5 years to provide measurements covering differ-
ent seasons and inter-annual variability. A goal requirement is to operate WIVERN for 7 years,

Page 89/141



ESA UNCLASSIFIED - For ESA Official Use Only

which will allow for multi-year operational use in NWP. This will ensure partial coverage of at
least one El Nino Southern Oscillation (ENSO) cycle. It will also provide experimental evidence
of Doppler wind measurement capability of clouds and their utility for operational numerical
weather prediction. In order to contribute to long-term cloud climate records, multi-annual ob-
servations are needed.

MIS-75 Mission lifetime

The WIVERN mission duration shall be at least 5 years (threshold) / 7 years (goal).

MIS-82 Mission extended lifetime
The satellite shall include consumables allowing a lifetime extension of at least an additional
5 years after the nominal operational lifetime.

6.2.7. Geolocation knowledge

The geolocation of the WIVERN Level 1 and Level 2 products (horizontally and vertically) shall
be of a high accuracy to ensure correct use of the data in the intended scientific application and
for CAL/VAL purposes. Also, an accuracy of 100 m (±50 m, TBC) in the vertical is expected to
be needed, if the surface is used for monitoring the instrument LOS pointing.

MIS-79 Geolocation accuracy
The WIVERN measurement geolocation shall be known to better than

• Horizontal: 250 m for the geolocation of the centre of the Level 1 measurements; and
• Vertical: 50m for the geolocation of the centre of the Level 1 measurements.

Confidence Level : 1-sigma

6.3. Measurements (Level 1) Requirements

6.3.1. LoS Doppler velocity (Level 1B)

The LoS winds are corrected for the satellite velocity using on-board housekeeping data, in-
cluding pointing and range correction of rotating antenna. Calibration with instrument external
information (e.g. using EMCWF data) is done at Level 2A. The calibration techniques that can
be implemented to reduce the mis-pointing errors are summarized in Table MSR-60.
These LoS winds are produced at 1km resolution and are intended for use in convective clouds
where the values of Z are typically above 0dBZ (rather than the -15dBZ level specified for the
LoSwinds in the level 2B product). Below are the specifications given for 20km integration.
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Table MSR-60: Calibration techniques for mis-pointing correction
Identifier Name Description

1 Re-tracking Elevation ‘altimeter processing’ using re-tracking
(ocean and maybe land): a 15 m error in sea surface
height produces a look angle estimation error of less
than 30 µrad (20 cm/s). Since coarse range estimation
is required (few tens of meters) the ground return
model can be simple, and no specific radar mode will
be required.

2 Zero-Doppler returs Zero doppler returns, especially for land and maybe
for ocean, using corrections for waves and currents
(Chapron et al., 2005).

3 Active transponder Transponder based azimuth/elevation mis-pointing
from received signal peak  (elevation perhaps utilizing
a stopped antenna at an along track position).

4 Full rotation signal
Doppler signature

Azimuth calibration from expected Doppler return in full
rotation not pre-compensating Doppler due to antenna
rotation

5 Antenna thermistors Calibration based on antenna backside thermistors us-
ing satellite house-keeping data

6 ECMWF model Calibration based on ECMWF semi-real-time wind
data.
Including idea to compare ascending and descending
tracks to compare the same winds at similar locations
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MSR-14 Non-geophysical random error L1B LoS Doppler velocity
The non-geophysical contribution to the random error of the Level 1B LoS Doppler veloc-
ity shall be less than 1.9 m/s times the sine of the LoS incidence angle at one sigma, for
an integration distance of 20km for a radar target averaging -15dBZ (Threshold) / -18dBZ
(Breakthrough) / -21dBZ (Goal) assuming no atmospheric attenuation and assuming a di-
electric factor |Kw|2 for the radar targets of 0.75 (water at 10 oC at 94 GHz) (Tanelli et al.,
2008).

Note 1: industry is responsible for the flow down of the non-geophysical contribution to point-
ing and non-pointing contributions (e.g including the pulse-pair estimation error).
Note 2: this assumes that non-geophysical contributions to the random error are corrected
with system-internal calibration techniques.
Note 3: pointing contributions with frequency content at satellite level higher than the split
frequency of 1e-5Hz (i.e. corresponding to 1 day period) are to be considered as part of the
random contribution.
Note 4: industry shall include the spectral broadening solely due to the platform motion as a
parameter of the Doppler spectrum that affect the performance of mean velocity estimators
at Level 1B. Spectral broadening due the spread of terminal fall velocities of hydrometeors
of different size, broadening due to air turbulence and broadening due to wind shear shall be
included at Level 2A as part of the geo-physical contribution.
Satisfies : OBS-142

MSR-15 Non-geophysical systematic error L1B LoS Doppler velocity
The non-geophysical contribution to the systematic error of the Level 1B LoS Doppler velocity
shall be less than 2.5 m/s times the sine of the LoS incidence angle for an integration distance
of 20km.
Note 1: industry is responsible for the flow down of the non-geophysical contribution to point-
ing and non-pointing contributions.
Note 2: this assumes that non-geophysical contributions to the systematic error are corrected
with system-internal calibration techniques.
Note 3: pointing contributions with frequency content at satellite level lower than the split
frequency of 1e-5Hz (i.e. corresponding to 1 day period) are to be considered as part of the
systematic contribution.
Confidence Level : 1-sigma
Satisfies : OBS-143
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FigureMSR-106: HLoS Doppler wind velocity uncertainty error - requirements flow down chart.

6.3.2. Reflectivities (Level 1B)

The power of each transmitted H and V pulse shall be monitored and recorded.

MSR-42 Peak power accuracy
The power of each transmitted H and V pulse shall be monitored and recorded to an accuracy
of 0.1dB (2.3%) (TBC).

MSR-6 Radar Sensitivity
The single-pulse detection threshold Za0dB shall be less than -15 dBZ with a 3 dB margin
(TBC).

Note: At level zero, the I and Q values shall be available from each pulse at each gate and
the corrections applied to the LoS velocity via the pointing knowledge for the satellite velocity
component.
Satisfies : OBS-149
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MSR-99 L1B Reflectivity random error
The random error of the reflectivity estimate at 1km integration shall be lower than 1.5dB (T)
/ 1.2dB (G) at 20dB SNR or greater.
Confidence Level : 1-sigma
Justification : Goal requirement is introduced to assess the possibility to improve

the reflectivity precision by using frequency diversity and/or pulse
compression. Number of pulses and peak power should be traded
while keeping limited the impact on the system design and
performance.

Satisfies : OBS-149

MSR-110 L1B Reflectivity systematic error
The systematic error of the reflectivity estimate without atmospheric contribution at 1km inte-
gration shall be lower than 0.5 dB.

6.3.3. Polarimetric variables (Level 1B)

ZDR, ΦDP , ρHV shall be calculated from the individual values of I and Q of the V and H channel.
LDR shall be calculated if an LDR mode is implemented.x

6.3.4. Brightness temperature measurements (Level 1B)

CloudSat derives a brightness temperature Tb from the increase in the background receiver
noise when the radar pulse is in the stratosphere, so, there is no radar return from hydrometeors.
Any increase in noise is due to more upwelling radiation at 94 GHz from the surface and the
atmosphere. The transmitted pulse is 3.3 µs (500 m) long, so, the amplifier has a bandwidth of
300 kHz. An alternative arrangement should be examined for WIVERN, whereby the front-end
amplifier has a bandwidth of 100 MHz, equal to the protected bandwidth at 94 GHz.

The amplifier output is then digitised at 100MHz, and a subsequent digital filter separates the
more slowly varying signal from the hydrometeor targets as they reshuffle in space, from the
more rapidly varying noise.

The default specification for WIVERN is a radar footprint moving at 500 km/s, or 1km in 2ms,
during which time it will obtain about 200,000 independent estimates of the noise. The back-
ground noise in the front-end amplifier is about 1000 K. So that implies that for every 1 km in
the horizontal any changes in Tb could be estimated to within 2 K. Tb would be available at H
and V polarisations.

Calibration of the Tb values on WIVERN using hot and cold reference targets would add com-
plexity to the mission, but the requirement is to measure only changes in Tb relative to clear
sky conditions. The extra emission associated with an increase in liquid cloud water leads to a
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rise in Tb, whereas large ice particles scatter radiation that lead to a fall in Tb. ECMWF scien-
tists are able to forward model values of Tb from the IFS analysis and can, for example, track
operationally Tb calibration changes of about 1.5K from the Special Sensor Microwave Imager
(SSMI) satellites (Bell et al. 2008) as they orbit and are confident to calibrate the observed Tb
changes in WIVERN (Alan Geer, ECMWF, Pers.Comm.) to a similar accuracy.

Note: for the Doppler observations, the RF frequency of the Doppler returns will be modulated
by the additional shift from the sinusoidally varying component of the satellite motion as the
antenna rotates. Corrections must be made for this shift.

MSR-52 L1B NEDT
The radiometric resolution of the internally calibrated brightness temperature for both H and
V polarizations shall be less than 1.5K (G) / 4K (T) along the footprint track of 1km in the
horizontal direction.
Satisfies : OBS-154

MSR-53 L1B brightness temperature mid-term stability
The mid term bias stability of the brightness temperature at the input of the instrument after
internal calibration shall be less than 1K for every 1000 km along the radar footprint track. The
brightness temperature at the input of the instrument shall be derived from the output noise
power measured by the instrument. The mid-term bias stability of the brightness temperature
at the input of the instrument shall assume a uniform brightness temperature of the observed
scene on the Earth leading to worst case stability estimation.
Justification : Long term stability is calibrated against ECMWF data at level 2.
Satisfies : OBS-154

MSR-107 TB94 (H&V), 3rd and 4th Stokes parameters of brightness
temperature

The brightness temperature in H and V polarizations, as well as in the third and fourth Stokes
parameters shall be measured.

6.3.5. Dynamic range (Level 1B)

MSR-101 L1B reflectivity dynamic range
The dynamic range of the Level 1B internally calibrated reflectivity product shall be at least
60 dB.
Satisfies : OBS-42

Page 95/141



ESA UNCLASSIFIED - For ESA Official Use Only

MSR-103 L1B LoS wind dynamic range
The dynamic range of the Level 1B internally calibrated LoS wind product product shall be at
least from −λ/4THV to +λ/4THV

Satisfies : OBS-43

MSR-102 L1B brightness temperature dynamic range
The dynamic range of the Level 1B internally calibrated brightness temperature product shall
be from 40K and 340K.
Satisfies : OBS-44

6.3.6. RF Pulse frequency (Level 1B)

The pulse frequency shall be reported in the L1 product which is used to determine the LoS
winds in the L1 and L2 products.

MSR-54 Doppler shift knowledge
The frequency of the Doppler shifted return pulse shall be known and recorded in the data
products.

Note: the knowledge error of the frequency of the Doppler shifted return pulse is a contribu-
tion to the random error of the LoS Doppler velocity (MSR-14).

MSR-111 Center frequency knowledge

The center frequency of the transmitted pulse shall be known with an accuracy of TBD Hz.

6.3.7. Level 1A measurement requirements

No specific requirements are defined at Level 1A since the I&Q data are not processed further
from L0. Geolocation and radiometric correction data are calculated for each image pixel without
application. Instrument and platform housekeeping data as well as radiometric calibraton data
shall be up-sampled to the PRF value whenever their sampling frequency is lower.
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7. DATA PROCESSING

7.1. Level-0 to Level-1 Processing

Figure DAT-129 shows the successive processing steps to go from the I and Q radar time series
to estimates of reflectivity, polarimetric variables, Doppler velocity, and relative changes of noise
power.

Figure DAT-129: Flowchart of Level-0 to Level-1 processing.

More details about the Level-0 to Level-1 processing can be found in Chapter 5 of [RD-54].

7.2. Level-1 to Level-2 Processing

Figure DAT-134 illustrates the sequential processing steps involved in extracting cloud and wind
products from reflectivity, polarimetric variables, Doppler velocity, and relative changes in noise
power. The following is a brief overview of these processing steps, with more explanations
provided in Chapter 7 of the RfA.
The first step is to derive unbiased Level-1B products. This process involves:

• Calibrating winds with two methodologies:

– Firstly, LoS velocities will be compared statistically with NWP forecasts (Scarsi et al.,
2023). This is a common strategy. For example, the Aeolus mission has shown the
value of comparisons of its Level-2B winds with those of the ECMWF operational
model. The ECMWF global mean winds are accurate to better than 1 m/s, and have
proved invaluable for identifying various subtle biases introduced by LoSmis-pointing
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induced by temperature distortion in the mirror (Rennie et al., 2021). Mis-pointing of
the boresight radar, due thermo-elastic distortion stress in the antenna might also
introduce biases into the WIVERN wind field. So, a real time comparison of the
mean winds in the operational NWP model could become essential in identifying
and monitoring such biases.

– Secondly, LoS velocity will be corrected from biases induced by reflectivity inhomo-
geneity combined with velocity shear (in particular the apparent wind shear across
the backscattering volume which is due to the fast-moving satellite).

• Calibrating brightness temperatures by converting brightness temperatures using con-
version coefficients. This will be calculated via radiative transfer computations applied to
ECMWF profiles via a surface emissivity model and a gas attenuation model.

• Removing ghosts from reflectivities (Rizik et al., 2023), separating hydrometeor and clutter
return and estimating auxiliary products like atmospheric gas attenuation profiles and path
integrated attenuation (PIA) via the surface reference technique.

Figure DAT-134: Flowchart of Level-1 to Level-2 data processing chain.

The second step is to exploit the Level-2A products for retrieving geophysical parameters such
as HLoS velocity, ice water content, rain/snow rate, liquid water path, and convective classifi-
cation and vertical motion. At this stage, the processing chain splits into two categories for the
cloud and wind products:

• The derivation of the HLoS velocity relies on the identification of convective and stratiform
areas based on the variability of the LoS wind. If the cloud can be considered stratiform
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(low LoS variability), the HLoS wind is obtained after estimating the Doppler terminal ve-
locity of the hydrometeors according to the temperature and calibrated reflectivity.

• For the retrieval of IWC, rain/snow rate and liquid water path, depending on the type of
hydrometeor sampled, specific retrievals are applied using radar-only or combined radar-
radiometer observations. Some of these retrievals will be fairly straightforward (e.g., the
IWC can be derived from calibrated reflectivity and temperature) while other will rely on
more sophisticated techniques (rain rate retrieval will require an estimate of the reflectivity
gradient or a dedicated artificial intelligence algorithm).

More details about the Level-1 to Level-2 processing can be found in Chapter 6 of [RD-54].
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APPENDIX A. ACRONYMS AND ABBREVIATIONS

AD Applicable Documents.

ADC Analog to Digital Converter.

ADR Active Debris Removal.

AHL Active Hot Load.

AI Artificial Intelligence.

AIT Assembly Integration and Testing.

AIV Assembly, Integration and Verification.

AKE Absolute Knowledge Error.

AMSR2 Advanced Microwave Scanning Ra-
diometer 2.

AMV Atmospheric Motion Vector.

AOC Attitude and Orbit Control.

AOCS Attitude and Orbit Control Subsystem.

AOS Atmosphere Observing System.

APE Absolute Pointing Error.

ARA Absolute Radiometric Accuracy.

ARC Active Radar Calibrator.

ARPEGE Action de Recherche Petite Echelle
Grande Echelle.

ATBD Algorithm Theoretical Basis Document.

AWS Arctic Weather Satellite.

BCH Bose-Chaudhari-Hocquenghem.

BoL Beginning Of Life.

C/S Convective/Stratiform.

CAIRT Changing-Atmosphere Infra-Red To-
mography Explorer.

CCSDS Consultative Committee for Space
Data Systems.

CEU Central Electronics Unit.

CFAD Contour Frequency Altitude Display.

CFRP Carbon Fiber Reinforced Polymer.

CIMR Copernicus Imaging Microwave Ra-
diometer.

COM Commissioning.

CPR Cloud Profiling Radar.

CRISTAL Copernicus polar Ice and Snow To-
pography ALtimeter.

CSC Copernicus Space Component.

CWP Cloud Water Path.

DA Data Assimilation.

DBE Digital Back End.

DCC Deep Convecive Cores.

DDV Design, Development & Verification.

DFS Doppler Frequency Shift.

DHS Data Handling Subsystem.

DPR Dual-frequency Precipitation Radar.

DWL Doppler Wind Lidar.

E2ES End-to-End Simulator.

EBB Elegant Bread Board.

EC European Commission.
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ECEF Earth-Centered Earth-Fixed.

ECMWF European Centre for Medium-range
Weather Forecasts.

EDA Ensemble of Data Assimilation.

EEE Electric, Electronic and Electromechani-
cal.

EGSE Electrical Ground Support Equipment.

EIK Extended Interaction Klystron.

EM Engineering Model.

ENSO El Nino Southern Oscillation.

EO Earth Observation.

EPC Electronic Power Conditioner.

ESA European Space Agency.

ESCAPE “Experiment of Sea Breeze Convec-
tion, Aerosols, Precipitation, and Envi-
ronment”.

ESM Earth System Model.

ESOC European Space Operations Centre.

ESTEC European Space Research and Tech-
nology Centre.

FAR Flight Acceptance Review.

FDIR Fault Detection, Isolation, and Recov-
ery.

FEM Finite Element Modelling.

FIFO First In, First Out.

FIR Finite Impulse Response.

FMECA Failure Mode, Effects, and Criticality
Analysis.

FOC Flight Operations Center.

FOS Flight Operations Segment.

FOV Field of View.

FPGA Field Programmable Gate Array.

FSOI Forecast to Sensitivity Observations Im-
pact.

FSS Fractions Skill Score.

GCM General Circulation Model.

GCOS Global Climate Observing System.

GEO Geostationary.

GMES Global Monitoring for Environment and
Security.

GMF Geophysical Model Function.

GNSS Global Navigation Satellite System.

GOS Global Observing System.

GPM Global Precipitation Measuring mission.

GPP Gross Processor Prototype.

GS Ground Segment.

GSE Ground Support Equipment.

HDRM Hold-Down and Release Mechanisms.

HKTM HouseKeeping TeleMetry.

HLoS Horizontal Line of Sight.

HP Heat Pipe.

HPA High-Power Amplifier.

ICESat-2 Ice, Cloud, and Land Elevation
Satellite-2.

ICI Ice Cloud Imager.

ICON Icosahedral Nonhydrostatic model.

IF Intermediate Frequency.

IFOV Instrument Field of View.
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IFS Integrated Forecasting System.

INCUS Investigation of Convective Updrafts.

IOCR In-Orbit Commissioning Review.

IPCC Intergovernmental Panel on Climate
Change.

IR InfraRed.

IRD Interface Requirements Document.

ISRR Intermediate System Requirements Re-
view.

ITU International Telecommunications Union.

IWC Ice Water Content.

IWP Ice Water Path.

IWV Integrated Water Vapor.

LAR Launcher Adapter Ring.

LEO Low Earth Orbit.

LEOP Launch and Early Operations Phase.

LGO LEO to Ground - Optical.

LGOT LEO to Ground Optical Terminal.

LNA Low Noise Amplifier.

LOD Launch Offloading Device.

LoS Line of sight.

LPC Living Planet Challenge.

LWC Liquid Water Content.

LWP Liquid Water Path.

MAG Mission Advisory Group.

MATER Mission Assumptions and Technical
Requirements (Document).

MCS Mesoscale Convective Systems.

MGSE Mechanical Ground Support Equip-
ment.

MIL MIL-STD-1553 Serial Data Bus.

ML Machine Learning.

MLI Multi-Layer Insulation.

MRCP Mid Term Check Point.

MW MicroWave.

NEDT Noise-Equivalent ∆TB.

NRCS Normalized Radar Cross Section.

NRMSE Normalised Root Mean Square Error.

NUBF Non Uniform Beam Filling.

NWP Numerical Weather Prediction.

OBC On-Board Computer.

OBCP On-Board Operation Control Proce-
dures.

OBSW On-Board Software.

OCP Optical Communication Payload.

ODYSEA Ocean DYnamics and Surface Ex-
change with the Atmosphere.

OGSE Optical Ground Support Equipment.

OPS Operational Phase.

OSCAR Observing Systems Capability Anal-
ysis and Review Tool.

OSE Observing System Experiment.

OSSE Observing Simulated System Experi-
ment.

OTS Off-the-Shelf.

PA Product Assurance.
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PCDU Power Conditioning and Distribution
Unit.

PCR Preliminary Concept Review.

PD Polarization Diversity.

PDF Probability Density Function.

PDGS Payload Data Ground Segment.

PDHT Payload Data Handling and Transmis-
sion.

PDPP Polarization Diversity Pulse Pair.

PFM Proto-Flight Model.

PIA Path Integrated Attenuation.

PMM Precipitation Measuring Mission.

PMP Parts, materials and processes.

PMR Precipitation Measuring Radar.

PP Pulse Pair.

PRF Pulse Repetition Frequency.

PRI Pulse Repetition Interval.

PRR Preliminary Requirement Review.

PSO Primary Science Objective.

QON Quasi-Optic Network.

RA Radio Astronomy.

RCE Radar Central Electronics.

RD Reference Document.

RF Radio Frequency.

RFC Radio Frequency Compatibility.

RFI Radio-Frequency Inteference.

RHI Range Height Indicator.

RICO Rain in Cumulus over the Ocean.

RID Review Item Disposition.

RMS Root Mean-Square.

ROM Rough Order of Magnitude.

RPM Revolutions Per Minute.

RR Rain Rate.

RWC Rain Water Content.

RWP Rain Water Path.

Rx Receive.

SAM System for Atmospheric Modeling.

SAR Synthethic Aperture Radar.

SC Spacecraft.

SCM Scan Mechanism.

SCR Signal to Clutter Ratio.

SD Standard Deviation.

SDM Space Debris Mitigation.

SEE Single Event Effect.

SEGR Single Event Gate Rupture.

SEL Single Event Latch-up.

SEU Single Event Upset.

SGR Signal to Ghost Ratio.

SIC Sea Ice Concentration.

SIE System Integrated Energy.

SIOV Satellite Initial In-Orbit Verification.

SLE Space Link Extension.

SM Structural Model.

SMRT Snow Microwave Radiative Transfer
model.

SNR Signal to Noise Ratio.
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SPF Single Point Failure.

SR Snow Rate.

SRL Scientific Readiness Level.

SSA Spatial Sampling Angle.

SSD Spatial Sampling Distance.

SSI Spectral Sampling Interval.

SSM Secondary-Surface Mirror.

SSMI Special Sensor Microware Imager.

SSO Secondary Science Objective.

SSP Sub Satellite Point.

SSRD Satellite System Requirements Docu-
ment.

SST Sea Surface Temperature.

SSVT Satellite System Validation Test.

SV Satellite/Spacecraft Vehicle.

SVT System Validation Test.

SWB Scientific Work-Bench.

SWEEP WIVERN End-to-End Performance
Simulator.

SZA Sun Zenith Angle.

Tb Brightness Temperature.

TB/TV Thermal Balance/Thermal Vacuum.

TBC To Be Confirmed (by the Agency).

TBD To Be Defined (by the Agency).

TBS To Be Specified (by the Agency).

TC Tropical Cyclone.

TCS Thermal Control Subsystem.

TED Thermo-Elastic Distortion.

TN Technical Note.

TRL Technological Readiness Level.

TRMM Tropical Rainfall Measuring Mission.

TSCV Total Surface Current Vector.

TT&C Telemetry, Tracking & Command.

TTC/TT&C Telemetry Tracking Command.

TVAC Thermal Vacuum.

Tx Transmit.

UCM User Consultation Meeting.

UPM Universal Processing Module.

UTC Coordinated Universal Time.

VEGA Vettore Europeo di Generazione Avan-
zata.

Vt Terminal Velocity.

WCRP World Climate Research Programme.

WIVERN Wind Velocity Radar Nephoscope.

WMO World Meteorological Organisation.

WP Work Package.

WRF Weather Research and Forecast.

WS Wind Shear.

Z Radar Reflectivity Factor.
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APPENDIX C. WIVERNPERFORMANCEREFERENCEATMOSPHERE
SCENARIOS

The content for Reference Atmoshpere Scenarios will be consolidated during Phase A.
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APPENDIX D. REFERENCEFRAMESDEFINITIONSANDATTITUDE
LAW

This appendix defines a set of reference frames definitions and conventions and is fully appli-
cable to anyone working on the WIVERN project at any level. Any document produced within
the WIVERN project shall strictly adhere to the definitions and conventions described here-
after.

Four main levels of reference frames are used for attitude determination:

• A set of orbital frames:

– The Satellite Orbital frame (SOF) and the Satellite Orbital Frame 2 (SOF2)

– Local Velocity Orbital reference frame

– Zero-Doppler Orbital Reference Frame (0-DopRF)

– Local Normal Pointing (LNP) reference frame

– Yaw Steering Mode (YSM) reference frame

• The Satellite Nominal Reference Frame (SNRF)

• A set of Satellite Reference Frames (SRF):

– Mechanical Satellite Reference Frame (SRFmech)

– Center of Gravity Centered Satellite Reference Frame (SRFCOG)

– Attitude and Orbital Control Subsystem SRF (SRFAOCS)

• A set of Instrument Reference Frames (IRF):

– Static Instrument Reference Frame (IRFStat)

– Rotating Instrument Reference Frame (IRFRot)

– Antenna Radio Frequency Instrument Reference Frame (IRFAntRF)

The SOF/SOF2 are the master non-inertial orbital reference frames, used as a reference for
the computation of the other reference frames. The other orbital frames that are introduced can
be of interest to define the attitude guidance as well. However, not necessarily all of them shall
be used, but if one or more are used, the nomenclature and notation shall be consistent with
this document.

The SNRF is a reference frame to describe the nominal attitude of the satellite. Its definition
depends on the attitude law chosen for the satellite.
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The SRF are a set of reference frames that correspond with the satellite actual attitude frame
that is realised on orbit. They are rigidly attached to the satellite structure. Note that unlike the
definition in [RD-26] the orientation of the SRF in space is determined by the actual spacecraft
attitude, and not the measured one.

The IRF are reference frames associated with the instrument and can be rigidly attached to the
spacecraft or rotating with the antenna.

D.1. Satellite Orbital Frames

Satellite Orbital Frame (SOF)

TheSatellite Orbital Frame (SOF) is defined in [RD-26]. It is a right-handed orthogonal reference
frame centred on the satellite. It is a non-inertial time-dependent reference frame, defined by
the X⃗s, Y⃗s and Z⃗s axes, which are specified relatively to the reference inertial reference frame,
i.e. the True of Date (TOD) frame.

The Z⃗s axis points along the radial satellite direction vector, positive from the center of the TOD
reference frame towards the satellite, the Y⃗s axis points along the transversal direction vector
within the osculating orbital plane (i.e the plane defined by the position and velocity vectors of
the satellite), orthogonal to the Z⃗s axis and opposed to the direction of the orbital motion of the
satellite. The X⃗s axis points towards the out of-plane direction vector completing the right-hand
reference frame.

Z⃗s =
r⃗

|r⃗|
; X⃗s =

r⃗ ∧ v⃗

|r⃗ ∧ v⃗|
; Y⃗s = Z⃗s ∧ X⃗s

where r⃗ and v⃗ are the position and inertial velocity vectors of the satellite expressed in the
inertial reference frame.

Satellite Orbital Frame 2 (SOF2)

It is customary in Earth Observation to use a reference frame whereby the z-axis is nadir-
pointing. In order to avoid confusion, we will distinguish between the SOF reference frame
defined above, which follows the definition in [RD-26] and a rotated system SOF2 which is
defined as follows: SOF2 is a reference frame sharing the same origin of SOF, i.e. centred
on the satellite. It is defined by the X⃗s, Y⃗s and Z⃗s axes, which are specified relatively to the
theoretical SOF by applying the following:

X⃗s2 = −Y⃗s; Y⃗s2 = −X⃗s; Z⃗s2 = −Z⃗s

This reference frame provides axes which have directions consistent with the orbital motion and
the nadir pointing directions. Please note that in this context the nadir direction is not geodetic
nadir but geocentric nadir.
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Figure REF-60: Satellite Orbital Frames. (X⃗s2 is in reality not necessarily perfectly aligned with
the velocity vector).

Local velocity orbital reference frame

The origin of the Local Orbital Reference Frame, identified by the three axis (R⃗, T⃗ , L⃗), is the
Spacecraft in-flight centre of mass.
The unit vector R⃗ (Roulis, Roll) is in the direction of the inertial velocity vector v⃗:

R⃗ =
v⃗

|v⃗|

The unit vector T⃗ (Tangage, Pitch) is perpendicular to R⃗ and defined as:

T⃗ =
R⃗ ∧ r⃗

|R⃗ ∧ r⃗|
where r⃗ is the vector in the direction of the position vector of the satellite (opposite to the Earth’s
centre, the geocentre).
The unit vector L⃗ (Lacet or Yaw) completes the right-handed frame:

L⃗ = R⃗ ∧ T⃗

Note that, if the orbit is not perfectly circular, L⃗ is not necessarily perfectly aligned to the zenith
direction. In a similar manner, the Local Orbital Reference Frame is not necessarily aligned
with SOF2, since the former is built upon the position vector as primary axis, while the second
uses the inertial velocity vector as primary axis.
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Figure REF-61: Local Velocity Orbital Reference Frame

Zero-Doppler Orbital Reference Frame (0-DopRF)

The Zero-Doppler Orbital Reference Frame (0-DopRF), identified by the three axis (R⃗′, T⃗ ′, L⃗′),
has the same definition as the Local Velocity Orbital Reference Frame except that the orbital
velocity is corrected for the Earth Rotation and that the geocentric position vector is re-defined
as perpendicular to the Earth ellipsoid.
The unit vector R⃗′ is parallel to v⃗′ where v⃗′ is the inertial velocity vector corrected for Earth’s
rotation.

R⃗′ =
v⃗′

|v⃗′|
;

Note that being r⃗ the inertial position and v⃗ the inertial velocity, the inertial velocity corrected for
Earth’s rotation can be approximated to:

v⃗′ = v⃗ +


0 ω 0

−ω 0 0

0 0 0

 r⃗

where ω = 0.729211585× 10−4rad/s.
The unit vector T⃗ ′ is perpendicular to R⃗′ and defined as:

T⃗ ′ =
R⃗′ ∧ r⃗′

|R⃗′ ∧ r⃗′|
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Where r⃗′ is parallel to the local normal of the Earth’s reference ellipsoid (WGS84 model [RD-
27]), directed upward and crossing the Spacecraft center of mass. The position vector corrected
for Earth’s eccentricity can be approximated to:

r⃗′ = r⃗ +


0 0 0

0 0 0

0 0 β

 r⃗

where β = 0.0060611

Finally, the unit vector L⃗′ completes the right-handed frame:

L⃗′ = R⃗′ ∧ T⃗ ′

Figure REF-62: Local Velocity Orbital Reference Frame and Zero-Doppler Orbital Reference
frame.

Local Normal Pointing (LNP) reference frame

The Local Normal Pointing (LPN) reference frame is similar to SOF2 but using as primary target
axis the opposite direction of the geodetic nadir r⃗′ instead of geocentric nadir r⃗. It can be
therefore defined as follows:
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Z⃗LPN = − r⃗′

|r⃗′|
; Y⃗LPN = − r⃗′ ∧ v⃗

|r⃗′ ∧ v⃗|
; X⃗LPN = Y⃗LPN ∧ Z⃗LPN

Yaw Steering Mode (YSM) reference frame

The Yaw Steering Mode (YSM) reference frame is build upon the geodetic nadir r⃗′ as primary
target axis (as done in the LNP reference frame), but uses the inertial velocity vector corrected
for Earth’s rotation v⃗′ to define the secondary target. It can be therefore defined as follows:

Z⃗Y SM = − r⃗′

|r⃗′|
; Y⃗Y SM = − r⃗′ ∧ v⃗′

|r⃗′ ∧ v⃗′|
; X⃗Y SM = Y⃗Y SM ∧ Z⃗Y SM

D.2. Satellite Nominal Reference Frame

The Satellite Nominal Reference Frame (SNRF) is an ideal right-handed orthogonal attitude
frame. The axis definition for this frame depends on the attitude mode and attitude law chosen
for the satellite.
The transformation from the Satellite Orbital Frames SOF2 to the SNRF shall be provided by
the Prime contractor through the attitude law, using the conventions defined in section D.5.
Note also that in pure ideal conditions (i.e. no attitude perturbations, perfect control, etc.) the
SRF coincides with the SNRF.

D.3. Satellite Reference Frames

Mechanical Satellite Reference Frame

The Mechanical Satellite Reference Frame (SRFmech) is a right-handed orthogonal body-fixed
system of axes with origin (OSAT) located at the center of the launch vehicle interface ring, in
the satellite / launcher separation plane at the lower bottom of the satellite. It is fixed to the
spacecraft body and invariant for both stowed and deployed configurations.
It is defined by the following axes:

• Z⃗SAT is the longitudinal satellite axis, positive upwards in launch configuration.

• Y⃗SAT is within the launcher interface plane and is obtained by computing the cross-product
between the longitudinal axis of the solar arrays and Z⃗SAT .

• X⃗SAT completes the ortho-normal, right-handed satellite reference frame.

This definition implies that in nominal and ideal conditions, the X⃗SAT is approximately oriented
as the satellite velocity vector and Z⃗SAT is approximately pointed in the direction of nadir, de-
pending on the specific attitude law chosen (i.e. depending on the SNRF definition). However,
this is to be interpreted as by design only. In flight the actual direction of geodetic nadir may
not be aligned with Z⃗SAT since this direction changes with satellite position and attitude as well
as due to AOCS errors, whereas the SRFmech remains attached to the structure.
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The prime contractor shall use SRFmech as the reference frame for satellite mechanical draw-
ings, CAD models, and in the instrument IRD.

Figure REF-63: Illustration of Mechanical Satellite Reference Frame (SRFmech) in launch con-
figuration on the left and in orbit deployed configuration on the right (solar panels configuration
is only for illustration purposes).

Center of Gravity Centered Satellite Reference Frame

The Center of Gravity Centered Satellite Reference Frame (SRFCOG), is a right-handed or-
thogonal body-fixed system of axes with origin (OCOG) located at the satellite center of gravity.
SRFCOG is directly derived from SRFmech through a translation in the three orthogonal directions
of the frame origin from OSAT to OCOG (no rotation expected).

AOCS Satellite Reference Frame

The Attitude and Orbital Control Subsystem SRF (SRFAOCS) corresponds to the satellite actual
attitude frame. It is a right-handed orthogonal body-fixed system of axes with origin OAOCS.
OAOCS is expected to be as close as possible to the AOCS reference sensor(s) (e.g. Star Tracker
bracket and/or Gyro sensor).
SRFAOCS shall be aligned by design with the satellite nominal reference frame SNRF. This
means that any rotation between the two reference frames shall be due to pointing uncertainties
or errors.
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D.4. Instrument Reference Frames

Static Instrument Reference Frame

The Static Instrument Reference Frame (IRFStat) is a body mounted reference frame which
is fixed with the non-rotating part of the instrument. The IRFStat is directly derived from the
Mechanical Satellite Reference Frame (SRFmech), by applying a translation of the origin (no
rotation expected) defined by the payload accommodation on the platform.

Rotating Instrument Reference Frame

The Rotating Instrument Reference Frame (IRFRot) is attached to the rotary part of the rotary
mechanism assembly with Z⃗Rot aligned with the rotary mechanism rotation axis. The IRFRot
corresponds to an azimuth rotation φRot of the IRFStat around Z⃗Rot.
Note that in ideal conditions (i.e. no misalignment, no rotation errors, etc.), the Z⃗Stat is parallel
to Z⃗Rot and φRot is equal to the azimuth angle of the actual line of sight.

Antenna RF Reference Frame

The Antenna Radio Frequency Instrument Reference Frame (IRFAntRF) is a reference frame
used for the RF characterization of the antenna. Its origin is nominally located on the vertex
of the parabola of the instrument reflector. The IRFAntRF is a right-handed orthogonal reference
frame, with the first (X⃗AntRF ) and second axis (Y⃗AntRF ) lying on the RF projected aperture plane.
The third (Z⃗AntRF ) axis is perpendicular to the RF projected aperture plane and consequently
nominally parallel (i.e. assuming no antenna pattern distortions) to the actual line of sight.

In addition, in ideal conditions (i.e. no TED, nomechanical errors, etc.) the IRFAntRF corresponds
to the rotation of the elevation angle γRot of the IRFRot around Y⃗Rot, which implies that the angle
between Z⃗AntRF and X⃗Rot is equal to the elevation angle γ of the actual line of sight.
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Figure REF-64: Illustration of SRFmech, Instruments Reference Frames, i.e. IRFStat, IRFRot and
IRFAntRF, in nominal and ideal conditions. On the left, the configuration corresponds to φRot =
0deg

It shall be noted that the particular IRFStat and IRFRot shown are for illustration only and may
have different orientation according to i) the actual accommodation of the instrument, ii) which
part of the payload is put in rotation and iii) the flight configuration.

Line of sight

The line of sight of a radar instrument typically represents an axis of symmetry in the antenna
radiation pattern, which is often also the direction of peak antenna gain. The WIVERN instru-
ment is a conically scanning Doppler-shift radar. The radiation pattern is defined in the IRFAntRF.
Within this frame two definitions for the line of sight are introduced:

• The actual receive beam line of sight ( ⃗ALoSRx) is defined as a virtual axis within the
IRFAntRF that is representative for the actual direction of looking for the receive beam.

• The actual transmit beam line of sight ( ⃗ALoSTx) is defined as a virtual axis within the
IRFAntRF that is representative for the actual direction of looking for the transmit beam.

All pointing error budgets are calculated with respect to these two axis. There are different
ways to define the actual beam line of sight. Within the WIVERN project, it can be defined
as the line that connects the origin of the beam reference frame with the centroid of the beam
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region delimitated by a power reduction equal to - 3 dB with respect to the peak antenna gain
or as the direction of the peak gain of the beam.

D.5. Conventions to describe transformations

Euler Convention and Roll-Pitch-Yaw

The following conventions shall be used to describe with three consecutive elementary rotations
a rotation from one reference frame to another.
Rotations shall be intrinsic and around the axes X-Y(1)-Z(2) (Tait-Bryan angles) in the following
sequence:

• Rotation around X over an angle η (clockwise is positive)

• Rotation around Y(1) over an angle ξ (clockwise is positive)

• Rotation around Z(2) over an angle ζ (clockwise is positive)

Where superscripts (1) and (2) denote axes obtained after the first and second elementary rota-
tions have been applied.

Only when applied to the SOF2 frame, these rotations correspond to consecutive roll, pitch and
yaw rotations around body-fixed axes. Roll, pitch and yaw names shall only be used in this
context.

The convention specified above differs from the definition of Euler angles specified in [RD-
26].

Figure REF-65: Sign convention for roll-pitch-yaw angles.

Euler angles shall be used for illustration purposes only. All rotations shall be formally specified
using rotation matrices.

Conventions to specify transformation matrices

Transformations between reference frames shall follow the convention of passive (or “alias”)
transformations and they shall pre-multiply column vectors.
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The transformation from reference frame A to reference frame B is here represented by the
transformation matrix R.
This implies that given a point in reference frame A, represented by the column vector P⃗ , then
the coordinates in the reference frame B are given by R · P⃗ .
With the Euler convention specified in the previous paragraph, the complete rotation matrix is
written following the order from right to left, due to the convention of using passive rotations,
as:

R = RZ(ζ) ·RY (ξ) ·RX(η)

where

RX(η) =


1 0 0

0 cos η sin η

0 − sin η cos η

; RY (ξ) =


cos ξ 0 − sin ξ

0 1 0

sin ξ 0 cos ξ

; RZ(ζ) =


cos ζ sin ζ 0

− sin ζ cos ζ 0

0 0 1


If there is a combination of translation and rotation, the operations sequence shall be speci-
fied.

Polar Reference Frame: Azimuth and Elevation

Azimuth (φ) and elevation (γ) angles are defined in any reference frame as follows:

• X = cosφ sin γ

• Y = sinφ sin γ

• Z = cos γ

The look angle is only defined in the reference frame SOF2, when it is synonymous for elevation
angle.

Figure REF-68: Polar coordinates
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Note: The Greek symbol theta (θ) is not used because it will be used throughout the project to
denote incidence angle.

In order to refer to an angle in a specific reference frame, instead of introducing a dedicated
definition, a subscript can be used to indicate the reference frame.

D.6. Graphical Synthesis

The following figure provides with a graphical synthesis of the transformations between some
of the reference frame previously defined. The prime contractor shall identify all sources of
errors, not limited to the main errors indicated in this diagram. Main error sources are included
only for the shortest path from SNRF to ALoS. Rotations/translations are indicated for nominal
transformations, excluding errors.

Figure REF-66: Overview of reference frame transformations.

D.7. Formulation of pointing errors

The pointing error budgets, whether they are on performance or knowledge, are formulated
as errors or uncertainties between the SNRF reference frame and the Actual Line of Sight
( ⃗ALoSRx/Tx) defined in section D.4. The errors shall be expressed as in azimuth and elevation,
using the convention from section D.5. The transformation from SNRF to ⃗ALoSRx/Tx can be
broken down in a chain of transformations as illustrated in Figure REF-66. If the AOCS sensors
were located inside the spacecraft, that path would include:
SNRF > SRFAOCS > SRFmech > IRFStat > IRFRot > IRFAntRF > ⃗ALoSRx/Tx
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However, in the case of WIVERN, in case the AOCS sensors are located on the static part of
the payload, a shorter error path can be obtained:
SNRF > SRFAOCS > IRFStat > IRFRot > IRFAntRF > ⃗ALoSRx/Tx

Following this chain of transformations, the following typical error contributions will be encoun-
tered. Note that the allocation of types of error to specific transformations is somewhat arbitrary
and only provided as an example. Prime contractor and instrument supplier are expected to
come with their own breakdown of the error tree.

• SNRF to SRFAOCS: AOCS errors, including errors on the estimation of satellite position
and velocity vectors.

• SRFAOCS to IRFStat as well as IRFRot to IRFAntRF: typically including errors that appear as a
rotation of the antenna as a whole. These errors can be constant in time, for instance due
to gravity effects or AIT errors, or they can be time varying for instance due to thermo-
elastic distortions (TED).

• IRFStat to IRFRot: typically including errors that affect the ideal conical scanning motion of
the antenna beams. These errors can be constant in time, for instance due to a bias in
the rotation speed, or they can be time varying for instance due to microvibrations.

• IRFAntRF to ⃗ALoSRx/Tx: including errors that affect the direction of the peak antenna gain.
These errors can be constant in time, for instance due to antenna pattern characterization
errors, or they can be time varying for instance due to TED.

For the purpose of end-to-end performance simulations, it is assumed that the antenna patterns
are expressed in the IRFAntRF. Any additional distortion to the antenna pattern that would rotate
the peak gain away from the z-axis is taken into account by using the actual antenna patterns
in the simulation.
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